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Preface

This Diplom thesis was written at the Institut fur Mathematische Stochastik at the Technische
Universitat Dresden under the supervision of Dr. Lothar Partzsch and Professor Rolf Kiihne.

This thesis deals with certain properties of multidimensional diffusion semigroups. We intro-
duce some underlying concepts of multidimensional diffusion processes, and we develop some
new results related to this field. Our main result states that under suitable assumptions on
the diffusion and drift coefficients of a non—symmetric second—order differential operator in
nondivergence form the associated diffusion semigroup is intrinsically ultracontractive on a
C?1-domain. Furthermore, we give a stochastic motivation for dealing with intrinsic ultra-
contractivity by showing that as a consequence of that property the corresponding diffusion
semigroup is uniformly conditionally ergodic and has a unique quasi-stationary distribution.

What sets this work apart from the literature is that criteria as well as equivalent character-
isations for intrinsic ultracontractivity of non—symmetric diffusion semigroups are developed
without relying on the results concerning intrinsic ultracontractivity for symmetric diffu-
sions. So far, it seems that the interrelation between intrinsic ultracontractivity and uniform
conditional ergodicity has not yet been studied, and thus the present thesis adds yet another
example of the prolific connection between analysis and stochastics.

I would like to use this occassion to express my deepest gratitude towards my thesis supervi-
sor, Dr. Lothar Partzsch, for his constant support and valuable ideas, especially those related
to the stochastic interpretation of intrinsic ultracontractivity, without which the thesis in
the present form would not have been possible. In particular, his extraordinary commitment
deserves to be mentioned here. He was always available when I needed his advice, indeed
he was a true partner in the elaboration on this thesis. I really enjoyed this collaboration,
and I'm also deeply grateful for the many informative discussions, which provided me with
a vast number of important insights, many of them do not appear in this thesis but have
been indispensable in the process of developing it.

Robert Knobloch
Dresden, May 2007
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Introduction

The aim of this thesis is to study certain analytical and ergodic properties of multidimen-
sional diffusion processes, which constitute a particular class of Markov processes. Markov
processes and diffusion processes are well studied objects in mathematical stochastics, but
yet there are many things that require clarification. To begin with, the question arises
“What is a diffusion process?” Well, most people working in that field will have an answer
to this question, but these answers may differ. Analysts may construct diffusion processes
via semigroup theory and utilising the Hille-Yosida theorem as well as the theory of partial
differential equations, or they may take the approach via Dirichlet forms. Probabilists may
use for instance the approach by Dynkin (cf. 5.26 in [Dyn651]) or the approach via stochastic
differential equations, or they may apply the martingale problem. Even though all these ap-
proaches lead to similar objects, it may often be difficult to see the similarities. We therefore
give two approaches to construct diffusion processes. Firstly, in order to properly define
these processes for our further proceeding, and secondly in order to show the similarities and
the differences between the two approaches.

The consideration of problems related to the questions with which we are concerned has quite
a long history. In his dissertation (cf. [Par72]) the supervisor of this thesis, L. Partzsch, was,
among other things, dealing with similar questions in the one—-dimensional case. For some of
the problems considered in [Par72] we present an approach in the multidimensional situation,
and in some ways relations between results in [Par72] and the results in the present thesis
become obvious, even though the methods in [Par72] differ profoundly from our approach.

For some problems similar to the underlying questions of the present thesis solutions can
be found in the literature, where the theory of multidimensional diffusions has been studied
extensively.

We consider some bounded domain U C R? and an operator T : C%(U) — Ck(U) in
nondivergence form given by

1< o2 0
VEeCLU):Tf == a;;———Ff + bi—f. 1
Moreover, assume that for all x € U and ¢t > 0 the corresponding transition measure pos-
sesses a positive A\g—density p;(z,-), and that for 7" and its formal adjoint 7 the normalised
eigenfunctions ¢ and 1) corresponding to the principal eigenvalue are positive. The stochas-
tically motivated question with which we are concerned is related to a convergence property
of diffusion semigroups, namely the so—called uniform conditional ergodicity. The diffusion
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VIII Introduction

semigroup (Pt)teRg associated with 7T is referred to as uniformly conditionally ergodic if there
exists a probability measure p on (U, Z(U)) such that

Pz, B
% — p(B) uniformly in x € U and B € AB(U) as t — .

Here #(U) denotes the Borel o—algebra on U.

One purpose of this thesis is to give criteria such that a diffusion semigroup is uniformly con-
ditionally ergodic. Our method to tackle this problem is based upon the notion of intrinisic
ultracontractivity, which is one of the basic concepts of this thesis. We give conditions on the
coefficients of T, given by (1), such that the corresponding diffusion semigroup is intrinsically
ultracontractive, and we show that intrinisic ultracontractivity implies uniform conditional
ergodicity. In fact, the latter point motivates our interest in intrinisic ultracontractivity.

Intrinsic ultracontractivity is a primarily functional analytical property, which at first sight
seems to have little relation to our problem, since its original definition (cf. Section 3 in
[DS84]) bears little obvious relation to the situation which we want to study. However, that
relation becomes more obvious if one realises that the original definition, in the context of
symmetric diffusions, is equivalent to the following property:

pi(2, )

Vt>0doy >0Ve,yeU: ———
p()e(y)

> Oy,

where p; and ¢ = ¢ are as above. We use the non—symmetric analogue of the above property
as the definition of intrinsic ultracontractivity. The interpretation of intrinsic ultracontrac-
tivity certainly depends on the point of view, and an analyst will probably see it from a
different perspective than a probabilist. For interpretations and equivalent characterisations
of intrinsic ultracontractivity see Chapter 3. Our main work is to find criteria under which
that property holds. The purpose being to examine when diffusion semigroups are intrin-
sically ultracontractive, in order to derive conclusion relating to the ergodic behaviour of
these diffusions. In the literature most authors have concerned themselves with intrinsic
ultracontractivity in the context of symmetric diffusions, and by now that context has been
studied quite extensively. In contrast, in the context of non—symmetric diffusions astonish-
ingly only very little has been done so far. In fact, with the exception of [KS06a] by Kim
and Song it seems that this situation has not been studied at all. A possible reason may be
that it is easier to deal with intrinsic ultracontractivity in the symmetric case. If one has a
self-adjoint operator which admits a series expansion via its eigenvalues and corresponding
normalised eigenfunctions, then one obtains quite nice criteria for intrinsic ultracontractivity
to hold. Moreover, having a symmetric Lebesgue density for the transition measure turns
out to be of great avail.

Well, in the non-symmetric situation we generally do not have any of these properties at
hand, and the criteria for intrinsic ultracontractivity in the symmetric case do not work
in the non—symmetric situation. The only paper in respect of intrinsic ultracontractivity
of non-symmetric diffusion semigroups seems to be [KS06a], which gives conditions on the
coefficients of a second—order differential operator such that the corresponding diffusion
semigroup is intrinsically ultracontractive. The method used by Kim and Song in [KS064a]
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is to utilise that under certain assumptions on the diffusion and drift coefficients of the
generator of a symmetric diffusion the corresponding diffusion semigroup is intrinsically
ultracontractive on a bounded Lipschitz domain. They were concerned with non-symmetric
diffusion semigroups in bounded Lipschitz domains, whose coefficients satisfy sufficiently
strong conditions. The idea by Kim and Song is to consider the symmetric semigroup
corresponding to the arithmetic average of the generator of a non-symmetric diffusion and
its formal adjoint.

However, in the present thesis we do not take the same approach for two reasons. Firstly, Kim
and Song considered the Hilbert space context, i.e., their transition operators are defined on
£? whereas our transition operators are defined on Cy. Moreover, their method rests on
utilising Dirichlet forms and logarithmic Sobolev inequalities. Our aim is to develop a more
stochastic approach by utilising the martingale problem. Secondly, the proceeding in [KS064a]
relies on the fact that the corresponding symmetric diffusions are intrinsically ultracontrac-
tive on bounded Lipschitz domains, whereas our aim is to develop an integrated concept from
scratch of showing that intrinsic ultracontractivity holds. Our criteria for non—-symmetric
diffusion semigroups to be intrinsically ultracontractive are presented in Chapter 3.

Now we would like to give a brief outline of the particular chapters. This thesis is divided
into two parts. Our intention for the first part, which comprises Chapter 1 and Chapter 2,
is to introduce the notion of multidimensional diffusion processes in a domain in R¢ and
to present ways to construct them, as well as to derive a few properties of these processes.
These diffusions are the main objects of our interest in Part II, which consists of Chapter 3
and Chapter 4. There we study certain analytical and ergodic properties of the associated
diffusion semigroups. Therefore, Part I can be understood as a kind of preparation for the
second part. Part II is the main part of this thesis, and in this part we develop and present
our main results. However, even though the intention for Part I is to provide the background
for Part II, in particular the results in Chapter 2 are more comprehensive than necessary
for that purpose. In fact, we include the approach to obtain diffusions via the martingale
problem, because it may also provide a basis for dealing with further questions which are
related to the problem that we consider here, but are not covered by the present thesis.

In the first section of Chapter 1 we introduce the Markov property, and we are concerned
with some general theory related to Markov processes with values in some locally compact
Polish space. That section is about canonical Markov processes generated via Kolmogorov’s
extension theorem by starting with a Markov semigroup of transition kernels. The resulting
class of canonical Markov processes is far too large to be useful, since the processes do not
need to have any regularity properties, i.e., there are no constraints regarding continuity
of the trajectories. This shortcoming is partly evaded in Section 1.2, which restricts the
processes under consideration to Feller processes. Roughly speaking, Feller processes are
canonical Markov processes whose corresponding semigroup of transition operators is a Feller
semigroup. In particular, Feller processes are right—continuous processes with left—hand
limits (so—called rcll processes). In Section 1.3 we give a first definition of diffusion processes,
for that we introduce the notion of Feller diffusions in R?. A Feller diffusion in R? is a
continuous R?%valued Feller process. Subsequently, we consider a domain U C R? and the
corresponding process which is killed upon reaching the boundary of U. This killed process
is referred to as a Feller diffusion in U. The construction of such Feller diffusions in U is
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the main purpose of Chapter 1. Our considerations concerning Feller processes are mainly
based upon [Kal01] by Kallenberg.

Chapter 2 is devoted to pretty much the same intention as Chapter 1, namely to clarify the
notion of a diffusion process in a domain in R¢. The approach in this chapter is very different
from the one in Chapter 1, but nonetheless it turns out that the resulting diffusions have
many basic properties in common with the Feller diffusions as constructed in Chapter 1.
In Section 2.1 we are concerned with the martingale problem on R¢. This section intends
to provide the basic ideas for Section 2.2, in which we consider a localisation of the theory
compiled in Section 2.1 to some domain U C RY. The purpose of Section 2.2 is to obtain
a unique family of probability measures associated with a certain second-order differential
operator on C%(U). This family of probability measures then defines a diffusion process with
values in some domain U C R?. The uniqueness of the solution yields that the family of
probability measures satisfies the Feller property as well as the strong Markov property. We
give the definition of diffusions as well as a discussion about its relation to Feller diffusions
in U in Section 2.3. The concept of the martingale problem was developed by Stroock and
Varadhan (cf. [SV79]). Moreover, our proceeding is strongly influenced by [Pin95], where
Pinsky develops a generalisation of the martingale problem by Stroock and Varadhan. The
results of this chapter are not entirely exploited in the present thesis. One advantage of
the martingale problem over the approach in Chapter 1 is that the boundedness assumption
on the coefficients can be relaxed to require locally bounded coefficients. This advantage
becomes important if one considers diffusions conditional on not leaving U, because the drift
terms of those conditional processes, which may also be referred to as Doob’s h—processes,
are locally bounded, but not bounded. These conditional processes are also diffusions in U,
and thus one can take full advantage of what is known about diffusions when dealing with
conditional processes. As mentioned before, we do not consider such conditional processes
in this thesis, but Chapter 2 provides the basis to deal with these processes in the context
of diffusion processes. This may be an interesting starting point for further considerations
based on our work, because these conditional diffusions are closely realted to the concepts
with which we are concerned in the present thesis. Another virtue of the approach via the
martingale problem is that the diffusion matrix does not have to be uniformly elliptic.

Recapitulating, in Part I we present two different ways of constructing multidimensional
diffusion processes in a domain in R?. In Part II we study some properties of those diffusions,
but the first part has a meaning in its own right, because, idependent of the second part, it
can be considered as an introduction to the notion of multidimensional diffusion processes.
Therefore, it may be justified that we consider those diffusions in more generality than we
need for Part II. Now let us explain what we do in Part II.

In Chapter 3 we consider a C*!'-domain U C R? and a diffusion corresponding to a second—
order differential operator 7', where we impose some pretty restrictive conditions on the
coefficients of T. Almost all of these conditions on the coefficients as well as the restriction
on the domain turn out to be necessary for our considerations in Section 3.1, where we derive
the basic properties of the diffusions corresponding to T'. In particular the results regarding
a Lebesgue density for the transition measure as well as spectral theoretical considerations
are indispensable for our further proceeding. In this section we establish the main tools
which we utilise in the course of our considerations. In particular, we show that under
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our conditions on the coefficients we have a positive continuous transition density with
respect to the Lebesgue measure, and that for 7" and its formal adjoint 7™ the normalised
eigenfunctions corresponding to the principal eigenvalue are positive. Section 3.2 is devoted
to the main concept of the whole chapter, namely intrinsic ultracontractivity. The notion
of intrinsic ultracontractivity for symmetric processes was introduced by Davies and Simon
in [DS84]. They considered a functional analytical approach, as have done most authors
dealing with that property. Most papers relating to that property deal with the question
under which assumptions intrinsic ultracontractivity holds. Yet, there are several approaches
to that problem. The most common approach seems to be that authors consider a “nice”
diffusion, and then they try to find criteria on how “bad” the underlying domain can be,
i.e., how irregular its boundary can be, such that the diffusion in this domain is intrinsically
ultracontractive. Another approach, which was considered by Cipriani (cf. [Cip94]) as well
as by Ouhabaz and Wang (cf. [OWO07]) is to examine under which assumptions on the
normalised eigenfunction, corresponding to the principal eigenvalue, the diffusion semigroup
is intrinsically ultracontractive. A third approach, which was employed by Kim and Song in
[KS06a], is to fix a domain and to try to find conditions on the coefficients of the generating
operator such that intrinsic ultracontractivity holds. For the present thesis we have chosen
the latter approach. As mentioned above, almost exclusively self-adjoint operators have
been studied in the literature. The only exception which we managed to find is [KS06a] by
Kim and Song. Although the methods employed by Kim and Song differ profoundly from
our considerations, the main result and some underlying questions in [KS06a] are closely
related to the purpose of Section 3.2. Bearing this in mind, we briefly compare our main
result with [KS06a] at the end of Chapter 3.

In Chapter 4 we give a stochastic motivation for dealing with intrinsic ultracontractivity. We
show that intrinsic ultracontractivity implies that the corresponding diffusion semigroup is
uniformly conditionally ergodic, which results in a unique quasi—stationary distribution. This
is not obvious by the definition of intrinsic ultracontractivity, and we apply results about
intrinsic ultracontractivity which we have developed in Chapter 3. A further interesting
question may be whether the converse holds true, i.e., whether uniform conditional ergodicity
implies intrinsic ultracontractivity. As far as we know this is still an open problem. In
our opinion it seems to be likely that the converse does not hold true, because uniform
conditional ergodicity does not give any information about “small” ¢t > 0, whereas intrinsic
ultracontractivity is a property that concerns all ¢ > 0. To the best of our knowledge the
interrelation between intrinsic ultracontractivity and uniform conditional ergodicity has not
yet been considered in the literature.

In conclusion we would like to point out that some definitions as well as some results,
which are well known or have only minor relevance for our considerations, are left for the
appendices. This applies in particular to some Markov process theory, which aims to provide
a background for Chapter 1.
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Chapter 1

Feller Diffusions

This chapter is devoted to the construction of Feller diffusions in a domain in R%. To begin
with, we will briefly introduce some concepts and notions related to Markov process theory.
The theory of Markov processes is relevant, because diffusion processes, which are the main
mathematical objects in the present thesis, are examples of Markov processes. In Section 1.1
we will be concerned with canonical Markov processes corresponding to a Markov semigroup,
i.e., with processes obtained by Kolmogorov’s extension theorem. Later on, in Section 1.2, we
will introduce Feller processes, which roughly speaking are rcll Markov processes associated
with a Feller semigroup of transition operators. Finally, in Section 1.3 we will define Feller
diffusions. At first we will construct Feller diffusions in R?, which are continuous R%valued
Feller processes. However, we are interested in diffusions in a domain U C R? and hence
we will consider the killed processes corresponding to Feller diffusions in R¢, killed upon
reaching OU. These killed processes will be called Feller diffusions in U.

In order to keep this chapter reasonably concise we will focus on the main ideas with respect
to the notion of Feller diffusions, and some well known Markov process theory is left for
Appendix B. Occasionally this may be inconvenient, but we believe that it enables the
reader to proceed more quickly to the relevant concepts of this thesis.

For any stochastic process X := (Xt)teRg on some probability space (€2,.%, P) we denote
the finite dimensional distributions of X under P by P, . x,) = P o (Xy,..., X))
for all n € N,ty,...,t, € Rj. Moreover, let us denote the distribution of X under P by
Py :=PoX 1.

Let (A, o) and (G,¥) be some measurable spaces, and let u be a kernel on (G,¥). In
addition, let ¢ : A — G be an &/—%—measurable function and let B € 4. Then we denote
w(+, B) o p by u(p, B). Similar terms are to be interpreted in this spirit.

Even though later on we will restrict our considerations to stochastic processes with values
in R? or subdomains thereof, we will start by considering more general spaces, namely Polish
spaces:

Definition 1.1 A topological space (E,T) is called a Polish space if T is induced by a
metric p such that (E,p) is a complete, separable metric space.

3



4 CHAPTER 1. FELLER DIFFUSIONS

Throughout this chapter let (E,%2(F)) be a measurable space, where (E,7) is a locally
compact Polish space and A(FE) := o(7). Furthermore, let pg denote a metric which
induces 7.

A sequence (v,)nen in P(FE), the set of all probability measures on (E, %(F)), is said to
converge weakly to some v € P(F) if

‘v’fGC’b(E):/Efdyn—>/Edeasn—>oo,

and we say that (v,)nen converges vaguely to v if

‘v’fEC'g(E):/Efdyn—>/Efdyasn—>oo.

Since (F,T) is a locally compact Polish space, we obtain by 4.4 Proposition in Chapter 3 in
[EKS86] that a sequence (v, )nen in P(E) converges weakly to some v € P(FE) iff it converges
vaguely to v, i.e., on P(F) the concepts of weak convergence and vague convergence to some
probability measure coincide. The weak convergence in P(E) induces the weak topology 7,,
on P(E), ie., 7, is the smallest topology on P(E) for which the maps ¢; : P(E) — R,
f € Cy(E), given by ¢(u) = [, f du for all p € P(E), are continuous. Moreover, since E is
separable, 7, is induced by the Prohorov metric pp (cf. e.g. Remark 13.14 (ii) in [Kle06] or
Section 1 of Chapter 3 in [EK86]). In particular, this means that we can apply the results of
Chapter 3 in [EK86], which are acquired for the metric space (P(E), pp), to the topological
space (P(FE),7,).

Throughout the whole thesis we adopt the convention inf () := oo.

1.1 Canonical Markov Processes

To begin with, we make a few definition which introduce some basic notions relevant for our
considerations.

Definition 1.2 Let X := (Xt)teRa' be a family of E-valued random variables on some mea-
surable space (Q, F). For any t € R} we define

Fsri=0(Xs:s€[t,00)} and F:=o0(Xs:s€][0,t]}
and obtain
fﬁ( = (ngzt)teRg and F* = (yt)teR(T?

where the latter is called the natural filtration with respect to X.

Definition 1.3 Let (Xt)teRa' be a family of E—valued random variables on some measurable
space (), F) which permits the following definition. We call a family (Gt)teRar of operators
0; : Q — Q satisfying

Vst e RY : X 00, = Xoyy (1.1)
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a family of shift operators. Note that on an arbitrary €2 such shift operators do not
necessarily exist. From now on we postulate their existence, i.e., we will only consider
probability spaces on which those shift operators exist.

Since
0, (X 1(B) =0;" o X;'(B) = (X, 00,)"(B) = X_\,(B) € Z2,

S

for all s, € R} and B € #B(FE), and because o(X) = o(X; *(B) : t € RS, B € B(E)), we
deduce that 0; is .#>;— o (X )-measurable.

In case that Q = E® and X, = 7, : Q@ — E (cf. Definition B.5), t € R, (1.1) is equivalent

to
Vw e QVs,t € RY : (Ow)s = weis-

Definition 1.4 Let X := (Xt)teRg be a family of E—valued random variables on some mea-
surable space (2, F) and let = := (£”),epr) be a family of probability measures on (2, F)
such that &, = v for all v € P(E) and £9(A) is B(E)-%((0,1])-measurable for each
A€ o(X), where % := &% for all v € E. In addition, let (%)teRg be a filtration on (2, 7).
Then we say that (=, X) satisfies the Markov property with respect to (“)iery i

VveP(E)WY € B(Q,o0(X))Vt e Ry : E,(Y 06,|%) = Ex,(Y) & -a.s., (1.2)

where E, denotes the expectation with respect to & for any v € P(FE), E, := Es, for every
z € E, and Ex,(Y) := E(,(Y)o X, for every t € Rj and eachY € B(Q,0(X)). IfQ = ERo
Xi=m :Q — E (cf. Definition B.5) for allt € R7, (%) sers = FX and if (1.2) holds true,
then we may simply say = satisfies the Markov property.

Using the denotations of the previous definition we obtain that E(Y) is Z(E£)-B(R)-
measurable for all Y € B(Q,0(X)). Moreover, for any ¢t € RS we deduce that £Xt(A) is
4,—2A(|0, 1])-measurable for each A € o(X), which implicates that Ex,(Y) is 4~%(R)-
measurable for all Y € B(2, 0(X)).

Definition 1.5 We call a semigroup (P),cps of (sub-) Markov kernels on (E,#B(E)) a
(sub—) Markov semigroup on (£, A(E)).

Let (F)ieps be a Markov semigroup on (E, #(E)), let v € P(E) and let m; : E® — E,
t € RY, be the projection as in Definition B.5. Furthermore, put (Q,.%) := (ERJ, Qp(ERJ)),
where & (E]RtT ) denotes the o—algebra generated by the family of all cylinder sets in ERG .
According to Theorem B.9 there exists a uniquely defined probability measure P” on (2, %)
such that the finite dimensional distributions of the coordinate mapping process (Xt)teRg on
(Q, F, P”), defined by X, := m, are given by

P(thl Xtn) — v Ptl & Pt2—t1 ®...8 Ptn_tnfl

.....

for each (ti,...,t,) € H(RJ). By Theorem B.10 we have that X is a Markov process with
respect to P” (cf. Definition B.4), which motivates the following definition:
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Definition 1.6 Let (F}),cps be a semigroup of Markov kernels on (E, #(E)), let v € P(E)
and let (0, F,P") as well as X = (Xy),cps be as above. We call (X, P”) the canonical
Markov process with respect to (Pt)teRg and with initial distribution v. Furthermore, for

any t € Ry we call P; transition kernel. Moreover, we denote the expectation with respect
to P by E,, and we set P* := P% as well as E, := Es, for all v € E. In addition, for any
t € Ry we define PXt and Ex, by

VA€ Z:PY(A)=PY(A)oX;, and VY € B(Q,F): Ex,(Y)=E,(Y)o X,.

Recall that Pg,, r € E,t € R, denotes the distribution of X; under P?, i.e., Pg, = Pro X
In the following let (F}),cg+ be a Markov semigroup on (E,%(E)), and for any v € P(E)
let (X, P") be the canonical Markov process on (Q,.%) := (E® | 2(E® )) with respect to

(Pt)teRg and with initial distribution v.

For any t € R} we define
G={{X, €Bi,....X,, €B} :neN0<t <...<t,BeBE),j=1,.. n}

Lemma 1.7 The mapping PY(A) : E — R is B(E)-%(|0, 1])-measurable for all A € o(X).

Proof Since

P(.)(A) - P(().gtl ..... th)(Bl Koo X Bn) = Ptl ... ®Ptn—tn—1('vB1 X X Bn)

for all A = (Xy,,..., X)) Y (By X ... x B,) € G, we deduce that PU(A) is B(F)-2([0,1])-
measurable for any A € G. Note that §(G), the Dynkin system generated by G, coincides with
0(G), because G is closed under the formation of finite intersections. The aforementioned
measurability extends to all A € 6(G) = 0(G) = o(X). O

In the following lemma we will consider a general measurable space (Q,gz’ ), rather than
(2, .#). Recall that Definition 1.4 admits a general measurable space and is not restricted
to the canonical model.

Lemma 1.8 Let = := (£)vepm) be a family of probability measures on some measurable
space (Q,.F) such that &, = for allv € P(E) and £V (A) is B(E)-2([0,1])-measurable
for each A € o(X), where £ := &% for all x € E. In addition, assume that = satisfies the
Markov property. Furthermore, let <:“t)teR0+ be a family of functions s : E x B(E) — [0,1]
defined by p(x, B) = £,(B) for allx € E, B € B(E). Then (jut),crys is a Markov semigroup
on (E,A(FE)), and

Vv e P(E) : féthl Xtn) — V& iy @ fig—ty @ o @ ity —t, 4 (13)

holds for any (t1,...,t,) € H(Ry).

Proof At first we show that yy, t € RJ, is a Markov kernel on (F, Z(E)). For fixed x € E
we infer that s (x,-) is a probability measure on (E, #(E)), since py(z,-) = &%, € P(E).
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Moreover, for any B € %(E) we have that (-, B) = £€)(X; € B), which is Z(F)-2%([0,1])-
measurable by assumption. For all s, € R{ and every B € #(F) let gg:(B) = 5&1(3) o

Now observe that the Markov property of (£),cp(r) yields that
BT ., B1) .,
pi-o(Xe, B) = €5 (B) "2 (X, € B|7) " ¢(X, € BIX,)

holds ¢”~a.s. for each v € P(E), any B € #(FE) and all s,t € R{ with s < ¢. In addition,
for any v € P(E) we denote by Eg the expectation with respect to £”. Therefore,

,Us—i-t(XOa B) = SV(XS—H € B|X0)
= Ef”(fy(Xert € B|X07Xs>|XO>

(B.1) v
2D B (€(Xont € BIX,)|X0)

2 gm0 Xy
_ / €2 (B)EX (da)
= /E,UJs(XO,dx)Mt(x?B)

= ,usolut<X07B)

holds true £“-a.s. for each v € P(F), any B € #(F) and all s,t € R with s < ¢,
which shows that pg s = ps o g, ie., (V“t)teRgf satisfies the Chapman—-Kolmogorov equation.
Moreover, we have

Ve e EVB e B(E): p(z, B) = &%, (B) = 0.(B),

and thus (Ut)teRg is a Markov semigroup. In order to complete the proof it remains to show

that (1.3) holds true. For this purpose let v € P(E) and (ty,...,t,) € H(RS). Then we
deduce that

77777 Xu,, BO X B1 X . Bn)

_ / / / (A7), (da) ... €271 (dz)
n By J By

= / / / v(dzo) i, (2o, dey) . ooy, 4, (o1, dxy,)
n Bl BO

= l/®[ttl®...®ﬂtn_tn_l(BQXBlX...XBn)
holds for all By, ..., B, € #(FE), which proves the assertion. O
1.2 Feller Processes

Throughout this section let (F),cp+ be a Markov semigroup on (E, (E)). For any v € P(E)
let (X, P") be the canonical Markov process on (Q,.%) = (E® , 2(E®)) with respect
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to (Pt)teRg and with initial distribution v. Furthermore, let (Tt)te]Rg be the associated
semigroup of transition operators, i.e., T,f(z) = [, P/(z,dy)f(y) for all x € E and any
teRS.

In view of (2.11) Proposition and (2.14) Proposition in Chapter III in [RY99] we may replace
the filtration .Z% by the complete filtration 4% (cf. Definition A.1). In particular, we have
that a family of probability measures on (£2,.%) which satisfies the Markov property with
respect to .# X also satisfies the Markov property with respect to ¢-.

Let Xoo : 2 — E be a VteRg F~PB(E)—measurable function. For any .#~X-stopping time 7
we define a random variable X, by

YweQ: XT(w) = XT(W)(LU).
Definition 1.9 For any .Z X -stopping time T we define a shift operator 0, : Q — Q by
VteRS 10, =0, on {1 =t},

where 0 is given by X; 0 0y = Xo for all t € R{. Note that, confer Definition 1.3,
X060, =Xy, forallt e Rar.

Definition 1.10 Let = := (£"),epr) be a family of probability measures on (€2,.%) such
that &, = v for allv € P(E) and V(A) is B(E)-%((0,1])-measurable for each A € o(X),
where €% = €% for all x € E. Then we say that = satisfies the strong Markov property
of

Ee (Y 00.|7;) = Eex, (Y) & -a.s. (1.4)
holds for allv € P(E), Y € B(Q,0(X)) and T € S(P", FX), where Sy(P", F~) denotes the
set of all FX ~stopping times which are finite P”~a.s.. Here, for any v € P(E), Eg denotes

the expectation with respect to £, and for each v € E we put E¢o := Ees, . Furthermore, for
every t € R§ and any Y € B(Q,.F) we adopt Eex,(Y) := E¢)(Y) 0 X;.

Lemma 1.11 We have that (1.4) is equivalent to
Vo€ EYA€o(X)VT €SP, F%): P(0-1(A)|F,) = P (A) P-as. (1.5)

Proof “(1.4) = (1.5)” Let A € 0(X), x € F and 7 € §;(P*, #%). Furthermore, put
V=14 ThenY € B(Q,0(X)) and Y 00, = 1y-1,). With v := 4, in (1.4) this shows the
assertion.

“(1.5) = (1.4):” The proof is completely analogous to the proof of “(B.8) = (B.9)” in
Lemma B.13, in conjunction with Lemma B.17. O

Definition 1.12 Let = := (§"),epr) be a family of probability measures on (2,.%) such
that &, = v for allv € P(E) and £V(A) is B(E)-%((0,1])-measurable for each A € o(X),
where £ 1= &% for all x € E. Then Z is said to satisfy the Feller property if

(i) &% — &%, weakly as n — oo for any t € Ry and all (x,)neny € E, ¢ € E with x, — x
as n — oo,
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(i) X; 5 Xo ast — 0 for all z € E.

Lemma 1.13 (P¥),cpg) satisfies the Feller property iff (Tt>teRO+ is a Feller semigroup (cf.
Definition A.9), i.e.,

(i) Yt € Rf : TCy(E) C Cy(E) <= Vt € R{ : Py — P§, weakly asn — oo for all
(Tp)nen € E,x € E with x, — x as n — 0o,

(i) Vf € Co(E)Va € E:Tf(x) — f(z) ast >0 <= Vo€ E: X, > Xq as t — 0.
Proof (i) Let (z,)neny € F and x € E be such that x,, — x. Then we have

Vt e Ry : T,Co(E) C Co(E)
Vte RSV feCo(E): Tif(x,) — Tif(z) as n — oo

VieRSY feCy(E /f VPy(x,,dz) —>/f (2)Py(z,dz) as n — oo

Vie RSV feCy(E /f )Py (dz) —>/f z)Px, (dz) as n — oo

(A

Vte Ry : Pyt = Py asn — oo,

because in our situation the concepts of weak convergence and vague convergence
coincide (cf. p. 4).
(ii) Observe that

VieCyE)Vre E:Tif(x) — f(z)ast — 0

VfeC(E)\VacE: / P, dy) f(y) — f(x) as t — 0

<~
E

= VfECO(E)VxGE:/PXtdy H/é (dy)f(y) ast — 0

— Vaze€E:Py S50,=P; ast—0

e VreE:X,Z Xyast—0,

where the latter equivalence holds, since a sequence of random variables converges in
probability (with respect to P*) to some random variable which is P*-a.s. constant
iff the sequence converges in distribution (with respect to P*) to this random variable
(cf. 5.1 Theorem in Chapter I in [Bau02)).

O

Definition 1.14 If (P¥),cpr) satisfies the Feller property, then we say that (X, P"), v €
P(E), is the canonical Feller process with respect to (Fy),cps and with initial distribution
v.

For the remainder of this section we postulate that (P”),cp(p) satisfies the Feller property.
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Theorem 1.15 (Kinney’s Regularity Theorem) For any v € P(FE) the process X has
an E-valued rcll P¥—modification.

Proof See e.g. Theorem 17.15 in [KalO1]. O

Lemma 1.16 Let v € P(E). Assume that X has a P"-modification which satisfies some

property and let Q2 C Q consist of all those w € Q2 which have this property. Then PV (Q) = 1,
where v* denotes the outer measure corresponding to v.

Proof Confer Theorem 2.4 in conjunction with Definition 2.2 in [HT94]. O

The following definition provides us with a coordinate mapping process on RCLL(R{, E).

Definition 1.17 Put Q := RCLL(R{,E) C Q. Furthermore, let v € P(E) and define

F ::~ffﬂ§~2 = B(Q), P" .= P""| ; and X := X|g. Since, by Theorem 1.15 and Lemma 1.16,
PV (Q) = 1, we infer from

P = P ([((Xa X0 €30 @] UK, X)) € 30 o))
= PY({(Xy,...,X,) €-}NQ) (1.6)

foralln € N ty,... t, € RS that we can reduce (Q, F, P") to the probability space (Q, Z, PY)
such that the finite dimensional distributions of X under P and X under P” coincide. We
call (X, P”) the Feller process with respect to (Fy),eps and with initial distribution v.

Let us equip Q = RCLL(R{, E) with the Skorohod topology 7s (cf. (5.2) in Chapter 3 in
[EKS86]). The following lemma yields that (2, 7g) is a Polish space.

Lemma 1.18 Let (Ey,Tg,) be some Polish space. The topological space (RCLL(R{, E), Ts),
where Tg denotes the Skorohod topology on RCLL(RS, Ey), is a Polish space.

Proof See 5.6 Theorem in Chapter 3 in [EK86]. O

Theorem 1.19 (PY),cp(p) satisfies the strong Markov property.

Proof See Theorem 1 in Section 3 of Chapter 2 in [Chu82] or Theorem 17.17 in [KalO1].
UJ

1.3 Feller Diffusions

In this section we will accomplish the main purpose of this chapter, for that we will give
a first definition of diffusion processes. Since the diffusion processes which we are going to
define in this section evolve from Feller processes, we will refer to them as Feller diffusions.

Our proceeding during this section is mainly based upon Chapter 17 in [Kal01], §6 of Chapter
Five and §1 of Chapter Ten in [Dyn65I] as well as §5 of Chapter Thirteen in [Dyn651I]. The
main ideas regarding the proofs are due to [Kal01].
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For each d € N we denote the set of all symmetric real positive semidefinite d x d matrices
by M. In addition, for each domain U C R? and for any a : U — M, and = € U we denote
the entries a(z);;; i, = 1,...,d; of a(z) by a;;j(x). Moreover, for any function b : U — R?
we denote by b; the coordinate mapping.

Let (Pt)teRg be a Markov semigroup on (F,%(F)), and assume that the corresponding
semigroup <Tt)teRg of transition operators is a Feller semigroup. For any v € P(FE) let
(X, P") be the Feller process on (Q,.%) := (RCLL(R{, E), Z[RCLL(R{, E)]) with respect
to (Pt)teRg and with initial distribution v. Furthermore, let 7" be the generator of (Tt)teRaL
with domain D C Cy(RY).

1.3.1 Feller Diffusions in R

This subsection is devoted to the development of the notion of Feller diffusions in R?. In the
next subsection we will utilise this in order to introduce the concept of Feller diffusions in a
domain U C R?.

In the following we will consider stochastic processes M/ = (Mtf )teRg, f € D, defined by

Vte RS : M/ ::foXt—foXo—/ (T'f) o X5 A(ds). (1.7)

[0,¢]

Lemma 1.20 Let f € D. For any v € P(E) the process (M7, P") is an FX-martingale.
Moreover, in particular this implies that

VexeFE: E,(foX,) :f(a:)+Ex/[() ]TfoXs)\(ds) (1.8)

holds for every bounded .~ —stopping stopping time 7. We call (1.8) Dynkin’s formula.
Proof Fix an arbitrary v € P(F). At first observe that

M7 Mtf — foXt_,_h—foXt—/ TfoX,\ds)

t+h
(t,t+h]

= fOXhOGt—fOXoOet—/ TfOXSOHt)\(dS)
(0,h]

= M}{oé’t.

holds for all ¢, h € RE. Moreover, M/ € B(Q, (X)), and thus we deduce from the Markov
property (cf. Lemma B.13) that

Vt,h e RY : E, (M Yo Pras,

t+h Mtf’yt) = EI,(M}{ 0 0:|.F1) = EXt(M}{)

where (x) holds, since

Ex, (M) = (Thf —f- T.Tf A(ds)) 0X,=0.

[0,h]
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holds true by Theorem B.22 (i). Therefore, because M/ is .#*-adapted, we infer that
(M7, P¥) is an .ZX-martingale. Now consider a bounded .#*-stopping time 7. By the
Optional Sampling Theorem (cf. Theorem B.18) we have E,(M{) = E,(MJ) =0, z € E,
and hence, by taking the expectation in (1.7), we obtain

VxGE:Ez(foXT)—f(x)—Em/[O ]TfoXs/\(ds) = E,(M/) =0,

which shows that (1.8) holds. O
For any h € R} we define an .#X—stopping time 73, by

7, = inf{t € R : pp o (Xo, X;) > h}.

Note that 7, is indeed an .# X -stopping time, since .Z %~ is right-continuous, and moreover

observe that x € E' is absorbing with respect to P* iff 1 = oo P*-a.s..

Lemma 1.21 For any nonabsorbing x € E there exists an hy € Ry such that E,(1p,) < oo
for all h € [0, hy].

Proof Let x € E be nonabsorbing. Then, since x is nonabsorbing, there exist t5,9 > 0
and po € [0,1) such that P, (z, Blx,e0]) < po. Consider an arbitrary sequence (z,)nen in E
converging to . We deduce from Lemma 1.13 (i) that P*» — P* weakly as n — oo. By the
Portmanteau Theorem (cf. Theorem 3.25 in [KalO1]) this implies that

hmsupp (B[x750]) SP;tO(B[fL’,éo]),

n—oo

ie., P)(('t)0 (B[, &0]) is upper semicontinuous in x. Therefore, for each § > 0 there exists an
ho > 0 such that
Py, (Blw,e)) < PL, (Blw.eo]) +6 < po+6, (1.9

holds for all y € B[z, hy]. This can be seen as follows: By definition of the limit superior
there exist k,nq,...,ng, € N such that

V6 >0Vn e N\ {ny,...,m}: PX) (Blz,e]) < Py, (Blz,&]) + 6. (1.10)

Now assume there were a 6 > 0 such that for every h > 0 there exists some y, € Bz, h]
with P)y(};o (Blx,e0]) > Pj@tO(B [x,20]) + 0. Then we could construct a sequence (z,)nen by
zn += Yy, for all n € N. Note that z, — 2 as n — oo and Py, (B[, e0]) > P§, (Blz,eo]) +0
for all n € N. But this would pose a contradiction to (1.10).

Choose some ¢ > 0 with ps := po+ 6 < 1, and let hy € (0, o] be such that (1.9) holds for all
y € Bz, ho]. Then we obtain that

P*(1hy > nty) < Xto Xotg s Xn,0)<B[=T hol™)

_ / / / Pg, (dey)PE (dzs) ... PY (dy)
B[QC h()] a: ho 33 h()}
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< pj

holds for all n € N. It follows that

t
Ez(Th()) = / Px(Tho > S))\(dS) <t Z Px(Tho > nto) <y Z p’g — - _0 < o0,
[0,00) n€eNp neNy Ds
since |ps| < 1. Of course, this property extends to all h € [0, h). 0

Definition 1.22 We denote by Dp the set of all f € B(E) such that

. Em(f © XTh) - f(x)
=)

exists and is finite for all nonabsorbing x € E. Furthermore, the linear operator L on Dp,
defined by Lf(x) =0, f € Dp, for any absorbing x € E and

¥/ €Dy Lia) = lim Ea(f OE);;)J_ /(@) (1.11)

for each nonabsorbing x € E, is referred to as Dynkin’s characteristic operator.

Theorem 1.23 We have that D C Dp, and T 1is the restriction of Dynkin’s characteristic
operator onto D.

Proof Let hy be as in Lemma 1.21 and fix some f € D. Initially, let x € E be absorbing.
Then we have for any ¢ € Ry that T,f(x) = [, P(x,dy)f(y) = f(z). Thus, by Theo-
rem B.22 (i), T'f(z) = T,Tf(z) = &(T,f(z)) = 0, t € R{. Now let # € E be nonabsorbing.
For all h € [0, hg] and ¢ € R we have that 7, At is a FX—stopping time which is bounded
above by t, and thus we infer from Dynkin’s formula (cf. Lemma 1.20) that

ViteRIVhe[0,h]: E.(fo Th/\t)—f(x):Ex/[ ]TfoXs)\(ds). (1.12)
0,7 At

Since 75, A t is bounded above by 73, and, by Lemma 1.21, E,(7,) < oo for all h € [0, ko], we
can apply the Dominated Convergence Theorem in (1.12) at taking the limit as t — oo and
obtain that

BfoXo)— f()  Er(fomTFoX,Ads))

Ez(Th) a Ex(Th)
x OAs— o Ag o Xg) A\(ds
_E (Simy (T © Xy = Tf 0 Xo + Tf 0 Xo) A(ds) -
Em(Th>
Ey ( figm (Tf 0 Xy = Tf 0 Xo) A(ds)
— <[’ ) Ay >+Tf(:c)

holds for any h € [0,ho]. Note that because of the right-continuity of X, we have that
E.(m,) > 0 for all h > 0. Fix some arbitrary ¢ > 0, then T'f being continuous yields that
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there exists a 6. > 0 such that |T'f(y) — T'f(z)| < € for all y € B[z,d.]. Now choose an
arbitrary h. € [0, hg A 0:]. Then we have for any w € 2 that pg(Xo(w), Xs(w)) < . for all
s € [0, 7. (w)). This results in

E, (f[O,T}LE)(Tf o X, — TfoXy) )\(ds)) _ B (f[o%) ITfoX,—Tf o Xy A(ds)>

Ex(ThE) - Em<7—h5)
gEx(Ths>
Ex(The)
which shows that limy, o = Uwﬁh)(Tf;f(sTh)TfOXO)A(dS)) = 0. Therefore, by means of (1.13), we
infer that
CB(exy)— f@) . B (Jun(TF 0 Xi = Tf 0 X0) M(ds))
1 h =1 T _ T .
o Ey(Th) nlo E. (1) +Tf(@) =Tf(x)

O

For the remaining part of this chapter we fix an arbitrary d € N and consider the locally
compact Polish space R? equipped with the Euclidean norm, which we denote by || - [|o. In
addition, we denotate by the same symbol, || - ||z, the function || - ||2 : Z°(Q) — Ry defined
by [|[Y]2(w) = |V (w)]|2 for any Y € £°(Q) and all w € Q. This ambiguity of the symbol
|| - ||2 is somewhat intuitive and should not lead to any misinterpretations.

Definition 1.24 A B(R%)-valued linear operator L with domain Dy, C%(RY) C Dy C
B(R?), is called local if for every f € C%(R?) the property Lf(x) =0 holds for any x € R?
with f =0 on Blx, €| for some e > 0.

Definition 1.25 Let L be a B(R?)-valued linear operator with domain Dy, C%(RY) C Dy, C
B(R?). We say that L satisfies the local positive maximum principle if

[f € CRk(RY),z € R e >0: f¥(y) < f(2)Vy € Blz,e]] = [Lf(x) <0].

Let C1,Cy C R? be disjoint closed sets. In the proof of the following lemma, as well as
on several occasions throughout this thesis, we will utilise a so—called cut—off function
© € C¥(R?[0,1]) with ¢ =1 on C; and ¢ = 0 on Cy. For the proof of existence as well as
a construction of such a cut—off function see (7.2) and (7.4) Remark in [BJ73].

Lemma 1.26 Let L be a B(R?)-valued linear operator with domain Dy, C%(R?) C Dy, C
B(R?), which is local and satisfies the positive mazimum principle (cf. Definition A.11).
Then L satisfies the local positive mazimum principle.

Proof Let f € C%(R?) have a nonnegative local maximum at rq € R% Then there exists
an ¢ > 0 with f(zg) > f*(z) for all x € B[zg,e]. Moreover, there exists a cut—off function
© € C%4(RY) with ¢ = 1 on Blzg,%/2], ¢ = 0 on R?\ Blxg,¢] and p(x) € [0,1] for all
x € Blzg, €]\ Blro,%/2]. Furthermore, choose some ¢ € C%(R?) with ¢ = 1 — ¢ on supp (f).
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Note that the product of functions in C%(R?) is again an element of C%(R?). It follows from
the positive maximum principle that L(¢- f)(zo) < 0, because ¢ f has a nonnegative global
maximum at xy. Furthermore, L being local implies that L(¢ - f)(z¢) = 0, since ¢ - f =0
on B[xg,¢/2]. By the linearity of L we obtain

Lf(xo) = L( - f)(wo) + L(¥ - f)(w0) < 0.
OJ

Theorem 1.27 If C%(R?) C D, then T is local iff for every v € P(R?) the process X is
continuous P"-a.s., i.e., P'~a.a. trajectories of X are continuous on R{. Moreover, if

d € C(Rd, Md);

-----

ey

DN | —

Tf(x) =

> aul@) e )+ b A @) —ef@). (114)
< O0x;0x; , ox;

for all f € C%(R?) and any x € R?. The coefficients (a;;)i j-1
diffusion coefficient and drift coefficient, respectively.

4 are called

Proof Firstly, we presume that X is P“—a.s. continuous for any probability measure v. Let
f e C%(RY), z € RY and ¢ > 0 such that f = 0 on B[z,¢]. For the time being, assume that
x is nonabsorbing. Note that because of the right-continuity of X we have that E,(7,) > 0
for all h > 0, and because of the continuity of X we have that || X, — X, |2 = ¢ P*-as..
Therefore, E,(f o X,,) =0 for all h € [0,¢], and thus, since f(z) = 0, we infer that

T123 .. Eu(foXy) — f(2)
N lég)l ECC(Th)

If, however, x is absorbing, then Theorem 1.23 yields that T'f(z) = 0.

= 0.

Tf(x)

Conversely, we presume 7' to be local, and we choose an arbitrary z € R? and k,m € N
with 1/k < m. Furthermore, let f € C%(R?) be nonnegative with supp (f) = {y € R? :
lly — |2 € [Y/k,m]}. Then T'f =0 on B(z, k), because T is local and for each y € B(x,1/k),
there is a neighbourhood N C B(x,/k) of y. Now T'f being continuous yields that even
Tf = 0 on Blzr,/k]. Furthermore, X;(w) € B[Xy,/k] for all ¢t € [0,7,),w € Q. Hence
we infer from Lemma 1.21 and the Optional Sampling Theorem (cf. Theorem B.18) that,

under P*, (f o Xiary, )yep = (]\L];wk)teﬁar is a martingale with respect to .Z~. Moreover,
a.s

E.(f o Xo) = 0, and thus, by the martingale property mentioned above, we infer that
E.(foXinn /k) =0 for all t € R}. Taking the limit as t — co we deduce from the Dominated
Convergence Theorem that E.(f o X, /k) = 0. Because f is nonnegative, it follows that
foXr, =0Pas, ie, [ X, —l2 €[0,1/k]U[m,o0] P*~as.. Letting m — oo, we infer
that

1/k

VkeN: Po(|X,, —als < k) =1. (1.15)

l/k

Let v € P(RY). Since z € R? was chosen arbitrarily, we obtain

VkeN: P (ﬁ 6,1, — Xoll2 < 1/k}> ~ 1. (1.16)

tENp
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To sce this, put A = {||Xr, — zf]2 < Yk} and observe that PXt(A) = 1 holds true,

because (1.15) holds for every z € RY. Hence the Markov property of (P")yep(ray yields
that PXt(A) = P*(0; '(A)|.%;), which results in P*(§;'(A)) =1 for all x € R%. Then (1.16)
follows from Lemma B.17 and the fact that the countable union of P¥-null sets is again a
PY—ull set.

Observe that
{I1X7 ), = Xoll2 < x} = {l Xewry -1 = Xecvpull2 < Y/}

holds for any ¢t € Rj and all k,n € N. Therefore, we deduce from (1.16) that

1/n

Vit e RS_VIC,TL S N, 1/n S Tk - p” <||Xt+‘l'1/k*1/n — thl/,n”g S 1/k> =1.

Letting & — oo and n — oo such that 7, — /n | 0 results in |AX;||; = 0 P"-a.s. for all
t € RY, where AX; := X;,0 — X;_o. The right-continuity of X yields that ||[AX;|ls = 0
Pv—as. for all t € R}, which shows that X is continuous P-a.s..

It remains to show that (1.14) holds. To this end we fix some arbitrary x € R? as well as
e > 0, and we consider f7, f € C%(RY),i,j=1,...,d, defined on B|z,¢] by

Vy € Blr,el: fii(y) = (i —x)(y; —x5), [ y) =vi — i

Furthermore, choose fij, fi, fo € C%(R?), i,j =1,...,d, such that

fig = vy fily) =vi,  foly) =1

holds for all y € Bz, ], and moreover put

aj; =Tfi(x), b =Tf(x), " :==Tfo(z). (1.17)

Observe that af;, by and ¢* are well defined, i.e., they do not depend on the actual choice
of fZ, [, fo € C’2 (Rd) i, =1,...,d, with f%(y) = (yi — :)(y; — ;), [F(y) = yi — x; and
foly) = 1 for all y € Blz,e]. To see this, choose f%, g%, [, gF, fo, 90 € Ck(R?) with the
properties mentioned above. Then T being local results in

T(f55 = 9i)(x) = T(fi = 97)(x) = T(fo — go)(x) = 0,

since w — 95 = ff — 97 = fo—go = 0 on Blr,e]. Now we deduce from the linearity of T
that a?;, b¥ and ¢® are well defined. It follows from the linearity of 7" that

ijr Vi
Tfij(x) = T(ff+xifi+zify — vivjfo)(x) = ai; + 2307 + v:b] — vz,
Tfi(x) = T(ff +wifo)(x) =b] — zic”. (1.18)

Let ¢ € C%(R?) be such that ¢|p, E] is a second—degree polynomial (cf. Definition A.2).
Then there exist a;j, 3;,7 € R, ¢,7 = ,d, such that

Z x5+ Z Bixi + 7.

i,7=1
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We infer that

0 a 0>
6$i<ﬁ($) = (aij +aji)z; + 5 and (‘395,-8%-90(@

J=1

= + Qg
and obtain

d d
i,j=1 i=1
d d
- Z aij(aj; + 23b] + ;b — zi75¢") + Zﬁl(bf — ;¢") —
ij=1 j

d d d
1 . .
=3 Z ag;(ouj + i) + Z b; (Z(Oﬁj + aji)T; + @)

i,j=1 i=1 Jj=1

(Z QT + Z Biwi + 7)

i,7=1

1< o2 5
1St S - oo

By Lemma 1.26 in conjunction with Theorem B.23, T satisfies the local positive maximum
principle, and thus we infer from (1.17) that ¢* = =T fy(x) > 0, because f; has a nonnegative

,,,,,, !
by applying the local positive maximum principle to the functions g¢ = — (Zle & ff) ,
¢ € R4, which have a nonnegative local maximum at z. This implies that 7 (a ;)i g=1,...a§ =

—T fe(x) >0 for all £ € RY.

So far the choice of x € R? was arbitrary, i.e., the above constructions can be made on
the lines of our Considerations above for all z € R? Having done this, we can define
aij, bi,c : RT— R, 4, j = .,d, by

Vo eRY:ay(r) = aj, bi(w) =bf, c(r)=c"
Note that (1.18) implies that a;;, b;, ¢ € C(R?) and a;; = aj; for all i, = 1,...,d. Therefore,
(1.14) holds at = for any function which coincides with a second—degree polynomial on Blz, €].

Again choose arbitrary z € R? and € > 0. Furthermore, let f € C%(R?) and let g € C%(R?)
be such that on B[z, €] g coincides with a second-order Taylor expansion (cf. Definition A.2)
of f around z, i.e.,




18 CHAPTER 1. FELLER DIFFUSIONS

holds for all y € B|x,¢|. Hence, on B[z,¢] the function g coincides with a second-degree
polynomial, and thus we obtain by our considerations above that (1.14) holds at x for g.
In order to extend this result to f we will utilise a result about the remainder term in the
Taylor formula and the fact that g(z) = f(z). Let (z,)nen be a sequence in R? converging
to x. By the qualitative Taylor formula, which can be found in Section 4 of Chapter 2 in
[K6n97], we have that ([f(z,) — g(z,)]||zn — z||3%) — 0 as n — oco. Therefore, there exists
an € > 0 such that any 1. € C%(R%) given on B[z, ¢] by

Vy € Blz,e] : v.(y) = f(y) — 9(y) —ellz — |3

has a nonnegative local maximum at z, since ¥.(z) = 0, which, by the local positive maxi-
mum principle, yields that

Ve >0: Ty (z) =Tf(x) —SZCL“

Since the inequality holds for all € > 0, we infer that
Tf(z) = Ty(r) = lim Ty.(z) <0,

Analogously we obtain that T f(z) — Tg(x) < 0, which shows that T f(z) = Tg(z), and
consequently (1.14) holds at z for f. From that it follows the assertion, because z € R? was
chosen arbitrarily. 0

Presume that C%(R?) C D, and furthermore assume that 7" is local. In addition, define
Q:=CR,RY C O, F :=FNQ, X := X|g and P” := P¥| 4 for any v € P(R?). Since, by
means of Theorem 1.27, P¥(Q) = 1, we infer from an argument as in (1.6) that we can reduce
(€2, 7, P¥) to the probability space (€2, ., P¥) such that the finite dimensional distributions
of X under P” and X under P” coincide. For every v € P(RY) we call (X, P”) the Feller
diffusion in R? with respect to 7" and with initial distribution v. Let %, := o(X, : s € [0,])
for all t € Ry, which gives a filtration F* := (,ft)tew on (), .7).

Above we have constructed Feller diffusions via Markov semigroups. In the next Theorem
one starts with a certain operator L, which is the generator of a Feller semigroup, and one
obtains a corresponding Feller diffusion as well as a Markov semigroup of transition kernels.

Theorem 1.28 Let L be the generator of a Feller semigroup of transition operators, and
presume that L satisfies (1.14) for some coefficients a;;,b;, ¢ € CI?’Q(Rd) for some 6 > 0
and all 1,5 € {1,...,d}. If (aij)ij=1,.a is symmetric and uniformly elliptic, then for any
v € P(RY) there exists a Feller diffusion in R? with respect to L and with initial distribution
v. Furthermore, the corresponding transition measure has a Ag—density.

Proof See Theorem 5.11 in [Dyn651]. O
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1.3.2 Feller Diffusions in U C R

The main purpose of the present chapter is to define diffusion processes in a domain U C R?.
We have almost achieved this goal, just that so far we have only considered diffusion processes
possibly taking values in the whole R?. In this subsection we will take the remaining step,
i.e., we will consider a way to obtain Feller diffusions which live in a domain U C R¢.

We say that U C R? is a domain if U is connected and open in R?. For any domain U C R?
we have according to Example 4 in §26 in [Bau92] that (U, || - ||2) is a Polish space. Note
that the symbol || - ||2, which denotes the Euclidean norm on R?, also denotes the Euclidean
norm on a domain in R,

The following definition, which can be found in §6 of the appendix of [Dyn65I1], will turn
out to be essential, because frequently our considerations do not work on general domains
in R?, but rather on bounded domains with certain properties.

Definition 1.29 Let n € Ny and 6 > 0.

(i) We denote by C™?(U) the family of all real-valued functions on U such that all partial
derivatives of order n exist and are Hélder continuous with exponent 0. A function
f:U — R s called Holder continuous with exponent 0 if there exists some a > 0
such that |f(x) — f(y)| < alz —y|® for all z,y € U.

(ii) We call U a C™®—domain if for every y = (y1,...,yqa) € OU there exist an e > 0 and
some ¢ € C"(B((y1,...,Y4-1),€)) with

B(y,e)NU = B(y,e) N{z = (z1,...,24) € B(y,e) : (x1,...,24-1) < Tq}.

Throughout this subsection fix some domain U C R¢.

Let (X P”) be the Feller diffusion in R? which we have constructed in the previous sub-
section. Define an .# sttoppmg time 7y = {t > 0 : X, ¢ U} and consider the killed
process XU given by XU (w) = Xt( ) for all 0 <t < 7y (w ) Moreover, for any v € P(U) let
P4 € P(Q) be defined by P¥ := P, and we adopt P% := PJr for each z € U. The associated

semigroup (PU)teRj{ of transition kernels is given by PU(x, B) = P*(X, € B, 1y > t) for all
t>0,2 €U and Be AU). Note that (th>teR3' is a sub—Markov semigroup on (U, B(U)).

The .F X—stopping time 7y is referred to as the lifetime of X U and we say that XU s
killed at 7. See also §1 of Chapter Ten in [Dyn65I] for an introduction to the notion of
the killed process corresponding to a given Markov process Y. In particular, observe that
by 10.2 Remark 3 in [Dyn65I] (Pllj')ye'])(U) satisfies the strong Markov property. Note that in
[Dyn65I] Dynkin calls the killed process “part of the process Y on the set U”.

Define Dy := {f|y : f € D with f =0 on R*\U} C Cy(U). Then we have that the operator
Ty :=Tlp, : Dy — Cy(U) is the generator of the Feller semigroup of transition operators
associated with (th)teRg. In particular, we infer from Theorem 1.27 that Ty is given on

Cx(U) by

1 0?
VfEeDyVa eU: Tyf(x) =5 Y aljx el +ZbU 3x — 7 f(x),
j 7
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where af} := a;;|u, b = bily, ¥ = c|y € Cy(U) for all i, 5 € {1,...,d}. Here the coefficients
(@ij)ij=1,.ds (b;)i=1,. 4 and c are given by Theorem 1.27. Note that the limits lim, 5 ag(;ﬂ)
and lim, 5 bY (z) exist for all 4, j € {1,...,d}, since there exist extensions of the respective
mappings to continuous functions on R?. That the coefficients of Ty are restrictions of
continuous maps on R? to U will be relevant in Section 2.3, where we will compare the
diffusions defined in Section 2.3 with the Feller diffusions in U in the sense of the following

definition:

Definition 1.30 Let v € P(U). Then we call (XY, P4) the Feller diffusion in U with
respect to Ty and with nitial distribution v.

In conclusion of this chapter we present a result which states that under certain assumptions
Feller diffusions in U have nice properties in terms of a \;|y—density.

Theorem 1.31 Assume that T satisfies the assumptions of Theorem 1.28, and presume that
U is a CY~domain (cf. Definition 1.29) for some 0 > 0. Then the measure PV(x,-) has
a continuous \g|ly—density pY (x,-) with lim,_,, p¥(z,y) = 0 for all z,y € U, xo € OU and
t>0.

Proof See Theorem 13.18 in [Dyn6511]. O



Chapter 2

The Martingale Problem

In the previous chapter we have considered an approach to obtain Feller diffusions (cf.
Definition 1.30) in some domain U C R? with respect to certain linear operators. In this
chapter we will develop another method, which for a particular class of linear operators
leads to diffusion processes in a domain U C R? which are akin to Feller diffusions in U.
Our approach in this chapter is related to the approach via stochastic differential equations
(SDEs). Indeed, one can show (cf. (19.7) and (20.1) Theorem in [RWO00]) that a probability
measure P¥ solves a given martingale problem on R? iff there exists a weak solution to
the corresponding SDE with distribution P” and initial condition Py, = v. However, it is
beyond the scope of this thesis to deal with the theory of SDEs, but it is worth mentioning
that the approach to obtain diffusions via weak solutions to SDEs is covered by the approach
which we are going to develop in this chapter. In the first section we will cite some results
by Stroock and Varadhan (cf. [SV79]) in order to introduce the martingale problem on R¢.
In Section 2.2 we will consider a localisation of the martingale problem, for that we will
define the martingale problem on some domain U C R The idea of such a localisation
of the martingale problem is due to Pinsky (cf. Section 13 of Chapter 1 in [Pin95]), who
calles it the “generalised martingale problem on U”. Finally, in Section 2.3 we will utilise
the martingale problem on U in order to define diffusions. We will show that there is a
strong relation between diffusions in the sense of Section 2.3 and Feller diffusions in U,
as developed in Subsection 1.3.2. We would like to point out that the approach via the
martingale problem is particularly useful for considerations related to the processes obtained
by conditioning diffusions on not leaving U. However, in the present thesis we won’t deal with
such conditional processes, which have been studied e.g. by Pinsky in [Pin85] as well as by
Gong, Qian and Zhao in [GQZS88]. In this respect, the present chapter has a meaning beyond
its role within this thesis, because it may provide the background for further considerations
in terms of conditional processes within the framework of diffusion processes. In Section 2.3
we will take up this topic again.

As suggested in the introduction above, the most relevant literature on which this chapter
is based are [Pin95] and [SVT79].

Throughout this chapter fix some d € N and consider the Banach space (R, || - ||2), where
|| -||2 denotes the Euclidean norm on R%. We will also denote by the symbol || |2 the function

21
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|- 1l2: Z£°%(Q) — £°(Q), defined by [|Y]|2(w) = ||V (w)]]2 for any Y € £°(Q2) and all w € ,
where (Q,.%) is some measurable space. Additionally, we presume R? and any subset U C R
to be endowed with the Borel o—algebras (R?) and %(U), respectively.

Let U C R%. We say that a second—order differential operator T': C%(U) — B(U ) is given in
nondlvergence form if there exist some measurable locally bounded (a;;); j—1
and (b;)i=1...q: U — R? such that

.....

.....

2

d
1
2
VfeC(UWzeU: Tf(x §§ (%a% +§b 8:61

Furthermore, we say that T is given in divergence form if there exists some differentiable
(a’ij)lj 1,..d : U — My, such that

d

Ve CHU)VE e U T@w) = 5 3 {aij(x)%f(x)]
=1 """ J

If moreover there exists some (b;)i=1...q4: U — R? such that

d

ercﬁ(Rd)ver:Tf:%Z£[ai( ]+Zb &E

3,7=1

then we say that the principal part of 7" is in divergence form. We call the matrix (a;;); j=1, .4
elliptic if for every x € U there exists a 3, > 0 such that Zd -1 a;;(x)0;0; > ﬁx Z 62

i=1"1

.....

62 holds for all z € U and 6 € Re.

i=1"1

exists some 3 > 0 such that Z” 1 @ij(x)0:0; > 62

2.1 The Martingale Problem on R

,,,,,,,,,,,, ¢ : RT — R? be measur-
able coefficients of a linear operator T : C%(R?) — B(R?) in nondivergence form, defined
by

d
1
VfeCrRYVz e R : Tf(z) == bi(z
feCk®R) Ve f(z 22; (%m] +Z

The coefficients (a;;);,j=1 4 are called diffusion coefficient and drift coef-
ficient, respectively.

We define (Q,.%) := (C(Rf,R%), B|C(RS,RY)]), where C(R],RY) is equipped with the

topology of uniform convergence on bounded intervals of R{, and Z[C(R{, R?)] denotes the

Borel o—algebra on C' (R(T ,RY). Furthermore, we consider the coordinate mapping process

X = (X)) tery ON (Q,.7), defined by X, := m, : Q — R? ¢t € Rf, where, as in Definition B.5,

7, denotes the projection from € onto R%. Moreover, we define the filtration .Z~ : (Jt)t€R+

where %, := (X, : s € [0,#]} for any t € Ry In addition, for any domain D C R consider
the .Z~—stopping time 7p := inf{t € R{ : X; & D}.

..........
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Definition 2.1 For any v € P(R?) we say that P* € P(SQ) solves the martingale problem
for (T,v) on R if

(1) Pg =v,

(i1) (f o X, — f[o g Tfo XS/\(ds)> , isan FX “martingale under P” for any f € C%(R%).
’ teR

0

We say that (P”),epmey € P(Q) is a solution to the martingale problem for T on R? if PV
is a solution to the martingale problem for (T,v) on R for each v € P(RY).

In the following we will develop results which deal with the martingale problem on R, but
which will turn out to be instrumental in establishing the martingale problem on a domain
U C R% In order to keep our proceeding reasonably concise we will start by citing some
results which are proven in [SV79], and we refer the interested reader to that book for the
proofs.

Theorem 2.2 Assume that (ai;)ij=1,..a and (b;)i=1,..a are measurable and locally bounded.
Furthermore, consider some measurable and locally bounded (agj)mzl ..... 4 RY — My and

(0)iz1..a : R — R? as well as a bounded domain U C R? such that (a;;); =1

..........
-----
..........

.....

n

1 0? "0
T == Z aéj b
1

ij=1 i=

Fiz some v € P(R?) and presume that there exist a unique solutions P¥ to the martingale
problems on R® for (T,v). Then for every solution P to the martingale problems on R? for
(T",v) we have that P* = P"™ holds on %,, where T is given by 7 = inf{t e R} : X; € U}.

Proof See 10.1.1 Theorem in [SVT79]. O

Later on we will need the following variation of Tulcea’s extension theorem:

Theorem 2.3 (Tulcea’s Extension Theorem) Let (G,¥9) be a measurable space and let
(9 )nen, be a filtration on (G,9) with 4 = \/ 4,. Furthermore, for any n € Ny, let
on 1 G — PB(G) be defined by

n€eNy

on(x) = ﬂ{B €Y, :x € B},

and let w, be a Markov kernel from (G,%,_1) to (G,%,) such that p,(x,B) = 0 holds for
all B € 4, with wn,_1(x) N B = 0. If, moreover, we have that (e, ¥n(Tn) # 0 holds true
for any sequence (zy)nen, in G satisfying ﬂivzo on(xy) # 0 for all N € N, then for every
probability measure v on (G,%) there exists a uniquely defined probability measure P¥ on
(G,¥9) agreeing with v on %y and such that

VneNVBe%:P”(B):/un(~,B)dP”.
G
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Proof Confer 1.1.9 Theorem in [SV79]. O]

=1,... =1,...,

is measurable and bounded. Then the martingale problem for T on R? has a solution which
1S UNLQUE.

Proof See 7.2.1 Theorem in [SVT79]. O
Theorem 2.5 Assume that (a;j)i j=1,..a and (b;)i=1,..q are as in Theorem 2.4. Furthermore,

let (P"),epme) denote the unique solution to the martmgale problem for T on R?. Then a
family &2 C (PY),cpmay is relatively weakly compact if

.....

hm sup P(||Xoll2 > k) = 0. (2.1)
k—oo pe
Proof The idea is to apply 1.4.6 Theorem in [SV79], i.e., we have to show that for all
nonnegative f € C(R?) there exists a constant oy > 0 such that (f o X; + ast)icps 1s an

F X—martingale under any P € &2, and that a; works for all translates of f.

Let f € C(RY). Because each P € £ is the solution to the martingale problem for (T, v)
on R? for some v € P(R?), we obtain

/A(foXt—foXs)dP = //(StTfoX)\dt)
> (t—s)minT f(z)P(A) (2.2)

z€R4

v

0, mingcra T'f(z) >0
—mingcpe T'f(x)P(A)(s —t), mingepe T f(z) <0

for all s,t € R{ with s < ¢, any A € .%, and every P € &. Note that min,cg« T'f () exists,
since Tf € B(R?). If mingepa T'f(2) > 0, choose aj := 0. Otherwise, if min,epa 7'f(2) < 0,
let af := —min,cga T'f(x). Now we deduce from (2.2) that in both cases (foXt+aft)teR0+ is
an .# X —submartingale under any P € 2. Moreover, such an .Z~-submartingale property

under every P € & is satisfied with the same a; for any translate of f, because T'c = 0 for
all ¢ € R. By means of 1.4.6 Theorem in [SV79] this yields the assertion. O

Lemma 2.6 Presume that (a;;);j=1...a and (b;)i=1,. a are as in Theorem 2.4. In addition, let
(P"),epray denote the unique solution to the martmgale problem for T on R?, which exists
according to Theorem 2.4. Then PU(A) : RY — [0,1], = — P*(A), is B(RY)-%([0,1])-
measurable for each A € F

.....

Proof See 6.7.4 in [SVT79]. O

Theorem 2.7 Assume that (ai;)ij=1,..a and (b;)i=1,.a satisfy the assumptions of Theo-
rem 2.4. Furthermore, let (P”),cpmra) denote the unique solution to the martingale problem
for T on R. Then (P")vep(ra satzsﬁes the strong Markov property. If moreover (b;)i=1, . 4
is continuous, then (P”),cpmay satisfies the Feller property.

.....
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Proof These properties can be shown on the lines of the proofs that the unique solution to
the martingale problem for 7" on a domain U C R? (cf. Section 2.2), if existent, satisfies these
properties. For this purpose see Theorem 2.23 on page 36 and Theorem 2.24 on page 38. [

Theorem 2.8 Presume that (a;;)ij=1,..a and (b;)i=1,. a4 satisfy the assumptions of Theo-
rem 2.4, and let (P"),epma) denote the unique solution to the martingale problem for T' on
Re. Then [oY dPY is continuous on R? for any Y € B(Q) which is PY-a.s. continuous for
every y € RY.

77777

Proof Let x € R? and let (z,,)nen be a sequence in R? such that x, — 2 as n — oco. Then
the Feller property of (P¥),epra) implies that Py — P§ .t € Ry, weakly as n — oo. At
first we show that

Vm e NV (ty,...,t,) € H(RY) : P& oxiy = Pl X (2.3)

,,,,,

weakly as n — oo. By means of the Markov property of (P”),cprae) and Lemma 1.8 we
obtain for any f € Cx(R™?) that

f dP(a;?tl Xtm)

.....

Rmd

= [ ) P ) P () P () PE ()
supp (f) supp (f)

(*) m— m— Xz
) / . / Pt ) P () P2 (i) P, (da) P, ()
supp (f) supp (f)

-----

as n — o0o. Note that it is sufficient to consider f € Cx(R™), since on P(R?) the concepts
of weak convergence and vague convergence coincide (cf. p. 4). In order to prove () we
show that [ f(-,y)P"(dy) is continuous on K, where f € Cx(R*®) with compact support
K C R Let ¢ > 0. To begin with, observe that [ f(v,y)PY)(dy) is continuous for every
veK,ie.,

Vze K36, >0V € Blz,0] : ‘/K fv,y)P*(dy) — /Kf(v,y)Pz,(dy)' < (2.4)

€
3
Since f is continuous and K? is compact, we infer that f is uniformly continuous on K2. In
view of the uniform continuity of f on K2, choose some d, > 0 such that

|f(z,y) —f(v,y)| S6/3 (25)

for all z,v € K with ||z — v||s < ds. Fix z € K and let 2’ € B[z, min(dy,202)]. In addition,
choose some v € Bz, d3] N B[z', 03]. Then we have

[ soran - [ 1nra
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which shows that [, f(-,y)P"(dy) is continuous on K. Thus, (x) is established.

We want to apply Theorem 2.5 in order to deduce that (P*"),cn is relatively weakly compact.
To this end we have to show that (2.1) is satisfied. For this purpose choose some £ > 0.
Since x, — =z, there exists an ng € N such that ||z — z,]|s < ¢ for all n > ny. With
k > max(max{||z,|l2 : n < no}, |z]|2 + &) we obtain that sup, .y P (|| Xo|l2 > k) = 0, which
shows that (2.1) is satisfied. Consequently, by means of Theorem 2.5, the sequence (P™"),en
is relatively weakly compact. Hence, 7.8 Theorem (b) in Chapter 3 in [EK86] in conjunction
with (2.3) yields that P*» — P* weakly as n — oo. Therefore, fQ Y dPY) is continuous on
R? for all Y € Cy(Q2). Now consider some Y € B(Q) which is P¥~a.s. continuous for every
y R e,

VyeRY: PY(w € Q: wis a point of discontinuity of V') = 0.

Futhermore, put A := {w € Q : Y is continuous at w}. Then PY(A) = 1 for each y € R?,

and thus
/YdP’“"":/YdPx"H/YdPx:/YdPI
Q A A Q

as n — 00, which proves the assertion. O

Theorem 2.9 Assume that (ai;)ij=1,..a and (b;)i=1,. a4 satisfy the assumptions of Theo-
rem 2.4, and denote the unique solution to the martingale problem for T on R? by (PY)vep(ra)-
Then P)’f(t possesses a A\g—density for any v € P(R?).

.....

Proof Confer 9.2.2 Lemma in [SV79]. O

Now we have compiled all the results which will turn out to be adjuvant in Section 2.2, where
we will extend the theory compiled above in order to establish more general results. Much
of the following section is based upon Chapter 1 in [Pin95]. However, our aim is to present
that theory within our framework, i.e., we will focus on the results related to the martingale
problem on a domain in R%. In [Pin95] Pinsky states most of the results which we are going
to develop, but often he only proves them in a special case or he doesn’t give a proof at all.
Even though the main ideas of the proofs are similar, they have to be modified considerably
in order to apply them in our situation. Moreover, we will give more detailed proofs than
the ones in [Pin95].
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2.2 The Martingale Problem on U C R?

In this section we will consider a localisation of the the theory compiled in the previous
section. This approach has the benefit that we can relax the assumptions regarding the
boundedness of (a;;)ij=1...4 and (b;)i=1.._4.

Throughout the whole section fix some domain U C RY. Note that we allow U to be
unbounded. Furthermore, let (a;;)ij=1.. 4 € C(U, My) and (b;)i=1._a : U — R? be locally
bounded measurable coefficients of an operator T : C%(U) — B(U) defined by

d d
1 o? )
T = - e by .

ij=1 i=1

Let us denote by A € R?\ U a point which yields an Alexandroff one-point compactification
U := UU{A} of U (cf. Theorem B.24). In the literature A is sometimes called “point at
infinity” or “cemetery state”. Let M be a basis of neighbourhoods at A, where the elements
of M are the complements in U of the compact sets in U. By Example 6 in §26 in [Bau92]
the compact space (U , Ty) is a Polish space. The topology 7 is induced by the metric py
on U x U which is given by

inf,cou ||z — z||2, relUy=A

Vr,y€ U : pp(,y) = { _
min(||z — ylla, pp(z, A) + p(y, A)), @,y €U,

Consider the function § : U — R™ given by §(z) = infycqy ||z — yl|2 for all z € U. Observe
that 0(z) = pp(z,A) for all x € U.

Throughout the whole section let (U,)nen be a sequence of bounded domains in U with
U = U, ey Un and such that U,, C U,,41 for all n € N. We define functions 7,, 7/, : URs — Ry,
neN, by 7. (f)=inf{t e R} : f(t) € U,} and 7,(f) =inf{t e Ry : f(t) ¢ U} for alln € N
and feU Rj . Let us adopt

Q:={we CREU):wt)=AVt> 1 (w)}
and Q :=

fw € U™ : wljom ) € CUO. (W), DAL = AVE > ()] Alr(w) < 7h(w) Vn € N},

Below we will point out briefly why we consider €.

Here presume (2 to be endowed with the topology of uniform convergence on bounded in-
tervalls of R, denoted by 7. Note that (£2,7) is a Polish space. Let X := (Xt)teRj

and X = (Xt)teRg be defined by X; = m : Q — Uand X; == 7 : Q — U for ev-
ery t € Ry. Then we get measurable spaces (€2,.%) and (Q,.Z), where .F := Z(Q) and

F = 0(X). Here #(Q) denotes the Borel g-algebras on Q. Moreover, for any t € Ry we

adopt Z#, := (X, : s € [0,t]) and .F; := o(X : s € [0,1]), and therewith we obtain filtrations
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FX = (F), rery as well as FX = (jt)te]l{a“ Furthermore, we have . = o(X) = \/teRg F.
For every domain D C R? let us define an .%*—stopping time 7p := inf{t € R : X; ¢ D}
as well as an .Z~—stopping time 7p := inf{t € RJ : X; ¢ D}.

Later on we will only be concerned with €2, since the diffusions which we are going to define
have trajectories in 2. But in order to prove the main result of this chapter, we will show
that for any v € P(U) there exists a probability measure P¥ € P(Q) with the desired
properties, and then, in order to complete the proof of that theorem, we will prove that
P”(Q \ ) = 0. The reason why we have to deal with Q) is that a map w €  may not
have a limit from the left as t T 7y(w), whereas this is not possible for functions in 2. This
difference will be of importance, and we will explain it in more detail in Remark 2.20 on
page 36. The underlying idea is somewhat similar to the idea of the proof of the Kolomogorov
extension theorem (cf. Theorem B.8), where one also uses a larger space. We will apply
Tulcea’s extension theorem (cf. Theorem 2.3). Note that Tulcea’s extension theorem does
not require that the underlying space has a metric, and thus we don’t have to specify a
topology on .

For any family (P”),cp) of probability measures on (€2, .%#) and every v € P(U) we denote
by E, the expectation with respect to P”. As in the previous chapter we adopt P* := P%
and E, := Fj;, for all z € U. In addition, for any ¢t € R} and each A € .Z we define the
random var1able PXt(A) := PY(A) o X;. Analogous adoptions will be valid if we replace
(Q,.F) by (Q,.F).

Presume that (a;;); j=1,.4 is elliptic. For every n € N let us consider a cut-off function

¥, € C2(RY,[0,1]) with ¢, = 1 on U, and ¢, = 0 on R?\ U, ;. Using (¢,)nen We can

construct sequences (a"),ey and (b"),ey of functions from R? to R as follows:
VneNVi,je{l,...,d}:aj; = aj;-Yn+ (1 —,)d; and b =]y, (2.6)

where a);, b, : R? — R are given by a;; = aijly and b; = b1y for alld, j € {1, . ,d}. Observe

Z7'L

----------

bounded and contmuous for all n €N, ie., (af)ij=1,..aand (b} )i=1,..,
of Theorem 2.4. For any n € N we define a linear operator T, : C2 (Rd) — B(R?) by

n

T_12w6y+2w8 (2.7)
"2 g 0z, — Cox; .

7,j=1

By means of Theorem 2.4 there exits a unique solution (PY),cpre) to the martingale problem
for T,, on R%. We denote the expectation with respect to P¥, v € P(R?), by E". Throughout
this section terms as P? will always refer to the aforementioned solution, which will play a
crucial role for our considerations.

For each n € N let us define an .7~ stopping time 7, := inf{t € Ry : X; ¢ U, } as well as
an #X-stopping time 7, := inf{t € R{ : X; ¢ U,,}.

Throughout this section we consider a family of stochastic processes defined by

Wn e NV f e CL(U)Vt € RE : MM = FoXyn, _/ Tfo X A(ds).

[0,tATR]
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Definition 2.10 Let v € P(U), then a probability measure P € P(§2) is said to solve the
martingale problem for (T,v) on U if

(i) P, =v

(i1) (Mf’f)teRg is an FX -martingale under P for any n € N and every f € C%(U).

We say that (P¥),cpw) € P(R2) is a solution to the martingale problem for T on U if P¥ is
a solution to the martingale problem for (T,v) on U for each v € P(U).

We will occasionally utilise the following lemma, which can be found in [SV79].

Lemma 2.11 For every ,?X—stoppzng time T as well as any F stoppz'ng time T we have
JOZ = O'(Xt/\T te RJr) and 93 = O'(Xt/\T te RJr)

Proof See 1.3.3 Lemma in [SVT79]. Note that there the assertion is shown for C(R§,RY)
instead of 2 and €2, respectively. However, the proof does not rely on that, and thus it works

out equally well with © and Q. O
Remark 2. 12 In partlcular Lemma 2.11 yields that \/ .y %, = %5, = Fu = F
and \/nGN = F5, = /Tth = Z hold true for every t € R+ The reason is that
o(X,,) = (XTU+t teRY) = {0,9} and 0(X5,) = 0(Xzy4e 1 t € RY) = {0, Q}, because
XTU+t = XTU+t A for all ¢ c R+ <>

For every v € P(U) we denote by 7 € P(R?) the corresponding extended measure defined
by ¥|mw) == v and (R \ U) := 0.

Define ¥ : Q — Q by U(w) = wliory ) + Al (w),e) for all w e Q). Observe that U is
F: ~F; —measurable for all n € N, since ¥~ (Xt_AlTn(B)) = XL (B) for all t € R{ and
B € B(U), and because we have Z., = o(X;2 (B) : t € RJ, B € #(U)) as well as

F = o(X;5 (B) : t € Rf, B € BU)). For any n € N and A € Z:. let us adopt

n

A= T"1(A) € - . Analogously we obtain that W is .%; —%, —measurable for all n € N,
and we adopt A := U!(A) for any A € #, . These adoptlons will be valid throughout the
whole section.

With the set—up developed above, which will turn out to be essential for our further con-
siderations, we obtain the following lemma which constitutes an indispensable tool for our
proceeding.

Lemma 2.13 Fiz some arbitrary v € P(U) and assume that there exists a P¥ € P(Q) with
VneNVAe.Z, :P(A)=P’(A). (2.8)
Then the following properties hold:
(1) P is uniquely determined by (2.8).

(1) PY is a solution to the martingale problem for (T,v) on U.
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Proof (i) Fix some ¢t € R} and let A € .%;. Furthermore, we set Ay :== AN {ry < t},
and for every n € N we put A4, := AN {7, > t}. According to Remark 2.12 we have

Fr, = Frput, and thus AN {ry <t} € #,,. Moreover, according to Remark 2.12 we
have \/, .y Fr, = Fr,. In view of (2.8) P”(Ay) is therefore uniquely determined by

the family (P?),en. Now we show that PY(A N {ry > t}) is uniquely determined by
(2.8). To this end we infer from the upper continuity of the measure P” and (2.8) that

PY/(An{my >t}) = lim P/(An{n, <t}n{m >t})+ lim P"(An{n, >t})
= lim P“(A,) = lim P?(4,),

because AN {7, >t} € %, and thus AN {7, >t} € %, , for all n € N. Hence we
conclude that P”(A) is uniquely determined by (2.8), which yields the assertion, since
y == \/tGRg Lgat.

(ii) Fixsomen € Naswell as f € CF(U), and observe that Py, (B) = P?(X, € B) = v(B)
holds true by (2.8) f?r all B € #(U). Since (foXt—f[o’ﬂ TnfOXs)\(dS))teRg is an FX—
martingale under P, we infer from the Optional Sampling Theorem (cf. Theorem B.18)
that (f o Xins, — Jigunsg Tnf © XsA(ds))eps is an F¥-martingale under Py, where
7, = inf{t e Ry : X; & U,}. Note that we can indeed apply the Optional Sampling
Theorem, because t A 7, € Sy(F*) for all t € Ry. Moreover, note that T'f = T, f
on U,, because a = a" and b = b" on U,. Therefore, it follows from (2.8) that
(f o Xinr, — f[o inm LS 0 XS/\<dS))teRO+ is an .~ -martingale under P”, which proves
the assertion. Note that here we have used that 7, (w) = 7, (@) for all w € Q and @ €
with w = @ on [0, 7,,(w)].

OJ

Remark 2.14 Let v € P(U), and observe that by Theorem 2.2 every solution to the mar-
tingale problem for (7', ) on U satisfies (2.8), since a;; = a}; and b; = b} on U, for all n € N
and i,7 € {1,...,d}. Therefore, we infer from Lemma 2.13 (ii) that a measure P” € P(Q2)
is a solution to the martingale problem for (T',v) on U iff it satisfies (2.8). In conjunction
with Lemma 2.13 (i) this yields in particular that there exists at most one solution to the
martingale problem for (7',v) on U. O

777777777

R?Y — R? be bounded as well as continuous. Consider the linear operator T:C3RY —
Ck (RY) defined by T := %ijzl dij% +3¢ bizz and let x € R%. Then the martingale

problem for (T',6,) on R? has a unique solution P* € P(Q).

In the proof of the main theorem in this chapter we will utilise the following two theorems
which can both be found in [Pin95].

Theorem 2.15 Letz € R? and let B C R be a domain satisfying an exterior cone condition
at any y € OB, w.e., for any y € OB there exists a cone in R\ B with base at y. Then 7p
is a P*—a.s. continuous function from Q — R{.

Proof Confer Theorem 3.3 (iv) in Chapter 2 in [Pin95]. O
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Remark 2.16 Let x € U and o > 0. Since B(x, ) satisfies an exterior cone condition at
any y € B(y, «), we infer from Theorem 2.15 that the mapping 7g(; ) : @ — Ry is P™—a.s.
continuous. O

Theorem 2.17 (Stroock-Varadhan Support Theorem) Let z € RY, then we have
supp (P*) = {w € Q: Xp(w) = 2}.
Proof See Theorem 6.1 in Chapter 2 in [Pin95]. O

Later on, the Stroock-Varadhan Support Theorem will be applied in the form of the following
corollary.

Corollary 2.18 Fiz some x € U and (8, > 0. In addition, let 5(x) > € and choose some
a > 0 such that 6(y) > € for all y € B(x, ). Then P*(Tpz.a) > 3) > 0.

Proof Put Q* := ={w € Q- TB(x,) 18 continuous in w} and define Gp(;.q) c 0o — RS by
TB(r0) = TBxa)lge- Since PT(Q\ Q%) = 0, we deduce that Q* := P* ’ug(ga is a probability
measure on (Q%, Z(Q*)), where %(Q*) denotes the Borel o-algebra on Q®. According to
Theorem 2.17 we have that

QY = {we Q" Xo(w) =2} =supp (Q°) = {w e Q: Q"(N,) > 0VYN, € N},

where N, denotes the set of all open neighbourhoods of w € Q. Let w’ € Qg be such that
O B(z,0) (W) > ﬁ Then {w € Qo . 0B (w) > B} € Ny, and because w' € supp (Q") we
deduce that Q)* (0B(z,a) > ) > 0. Therefore, pe (TB(z,a) > ) > 0. O

Now we are in a position to prove the main result of this chapter.

Theorem 2.19 Presume that (a;;); j=1...a € C(U, My) is elliptic and (b;)i=1...qa: U — R% is
measurable and locally bounded. Then for every v € P(U) the martingale pmblem for (T, v)
on U has a solution P¥ which is unique.

-----

Proof Fix some arbitrary v € P(U). Basically, our approach is to apply Theorem 2.3 and
to show that the restriction to € of the unique probability measure P € P({), obtained by
Theorem 2.3, is indeed a uniquely defined solution to the martingale problem for (7', v) on
U. We will achieve this by showing that P”(A) = P?(A) holds true for all n € N and every
A € % . Then we will show that supp (P”) C , which by means of Remark 2.14 proves
the assertion.

Part I

With the denotations of Theorem 2.3, put (G,¥) := (Q FX ) and (9,)nen = (an)neN In
addition, let ¢4, := .%y. Note that this choice of (G,¥) and (%, )nen is indeed in accordance
with Theorem 2.3, since

neN

G ==, =FV )T =\ ¥4
n€eNg
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holds true by Remark 2.12. Let us adopt 7o := 0. Then we deduce that the functions
©n : Q — P(Q), which appear in Theorem 2.3, are given by

VneNgVwe Q:p,(w)={neQ:nit)=wlt)Vt e 0,7 (w)]} (2.9)

Moreover, we have that (1), oy, ¥n(wn) 7 0 holds true for any sequence (wy )nen, in Q satisfying

ﬂf:[:[) On(wy) # 0 for all N € N (cf. Remark 2.20 on p. 36). For the time being, fix an
arbitrary n € N and define

An = {7-n71 = OO} U ({{X(‘anl—l-tl)/\’?n € Bh N 7X(’Fn—1+tm)/\7:n € Bm} .
meN, (ty,. .. ty) € H(RE), B; € BWU),j=1,....,m} N{F 1 < 00}).

By means of Lemma 2.11 we have .%;, = c({FNA: F e %, ,,A € A,}). For any

TrL 17
FeS(FY)let 0:: Q — Qbea shift operator as in Definition 1.9. For every w € Q we
define a probability measure v/ on T . by

0, FNe, 1(w)=10
V(FNA) =P e Qb ned), Frg,(w)#0, 7 a(w) < oo
1, weF T,-1(w) =00

for all F € .%; , and A € A,. Observe that by means of Lemma B.12 the measure v/* is
uniquely defined, since {FFNA: F € J’Tn LA €A} is closed under the formation of finite
intersections. Let us define a Markov kernel p,, from (Q, % ) to (Q,.%:,) by

Vw e QVAEZ: : iy(w, A) = v(A).

Then we infer from (2.9) that p,(w, A) = 0 for all weQand A e %, Wlth <pn (w)NA=10.
In addition, consider the probability measure 1° on (€,.%,) defined by v} :=v. Hence, the
assumptions of Theorem 2.3 are satisfied, and thus we obtain from Theorem 2.3 that there
exists a uniquely defined probability measure P” on (£2,.%) with P)”{O = 1/820 = v and such
that P¥ = fQ (W, -) P (dw) on j;n.

Part II

Our aim is to show §

VneNVAe€.Z: : P'(A) = P/(A), (2.10)
which can be accomplished by induction. We have P”(XO € B) = v(B) = P’(X, € B)
for any B € #(U), ie., P'(A) = PY(A) for all A € F. Let n € N, and assume_that
PY(A) = P” ,(A) holds for all A € %; _,. Then P"(A) = PY(A) for all A € F; |,
because Theorem 2.2 yields that P” = P” L on %, . For the time being, consider some
A= {71”,1 = OO} U ({X(f’n—l-i-tl)/\%n € Bl, . X(Tn71+tm)/\7~—n € Bm} N {7:”,1 < OO}) S An, and
observe that

weA
= (W([fas1 (W) + U] AFa(W)), . w([Fac1 (W) + ta] A Fu(w))) € (Br X ... X By)
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= (W([Tao1(W) + Fa1(w) = Fno1(w) + t] A [T (W) + Tn(w) — Toe
W([Tr1(w) + Tt (W) = Tao1 (W) + ] A [Tr1(w) + Tn(w) — Toe

holds for all w € {7,,_1 < o0}, i.e.,

61 (A) = A on {7,_; < x}.

Tn—1

Adopt 7 := 0 and define a map ¢,_; : 2 — P(Q) b

33
@),
1(@)])
X By)
(2.11)

VweQ:¢gp(w)={neQ:nt)=wlt)Vte|0,7_1(w)]}.

By means of the strong Markov property of (P¥),cpwa) (cf. Theorem 2.7) we deduce that

PN = [l F0a)
Q
(2:11) / PXTn 1<A) sz/ + PU(%n—l — OO)
{weQ:FNpn—1(w)#0, 71 (w)<oo}
. / P (A) AP+ Py = )
{weFN@gn_1(w)#0, Fn1 (w)<oo}

Py (6, (A)

Tn—1

\/{wEQ:Fﬂcﬁnl(uJ);&(B, Fn—1(w)<oo}
(211) S

Fo) APY + P{fs = )

= PPHweQ:Fng,1(w)#0, F1(w) < oo} NA)+ P’(F,; = o0)

= PY(FnNnA)
= P/(YTH(FNA)),

forall F € % _, and A € A,, where we have used P = P?oU~' on.%: _ in order to get (x).

We infer from Lemma B.12 that (2.10) holds, since F. =c({FNA:Fe%

F- _,AeA})

and {FNA:Fe.%; ,,AcA,} is closed under the formation of finite intersections.

Part II1
Now we want to show that supp (P”) C Q. To this end observe that

Q\Q:{%U<oo}ﬂ{limsup60)~(t>0}.

t—>’7:U
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Hence we have to show that P”({7y < oo}N{limsup, ;& oX,; > 0}) = 0, which is equivalent
to

t—Tu

Vip>0Ve >0: P ({%U <to}N {limsupdof(t > 5}) = 0.

For our further proceeding we fix some € > 0, and additionally we choose some 0 < p < e.
Let us define a sequence (7, )nen of ZX—stopping times by

Gon = Inf{t > Gop1:00X, <e—p}
6—2n+1 = lnf{&gn <t< 7~_U :do Xt > 5}
for all n € N, where 6; := inf{0 <t < 7y : 60 X, > ¢}. We also consider a sequence

(G )nen of F X —stopping times, which is defined analogously with X, and 7 replaced by X,
and 7y. Observe that we have {7y < to} N {limsup, .5, 0 o X, >¢e} C Nienioi < to} for
every to > 0. Therefore, it remains to show that P” ((;2,{d; < to}) = 0 for all ¢, > 0. To
this end we choose some ng € N with U, , :== {x € U : §(x) > ¢ — p} C U,,. Note that
Fy., =inf{t e Rf : 60X, < e—p}and 7y, = inf{t € Rf : 6o X, < e— p}. Forany
r € B, :=={y € U :6d(y) > ¢} choose some a, > 0 such that B(x,a,) C U.,. Then we
obtain that

)

2n—1
1 sizto) B (Lipansio) | P )) (2.12)

2n—1
= E, | E (1{&2ngto} H Liz.<t0}| F5

i=1

A
=

]l{éiStO}PX&Qn_l (%Us,p S tO))

Il
t
<
=
e
S
IN
s
<
QU
o

"o, < to))

2n—1
( ]1{0'l<t0}P (lnf{t > O 5 (¢] Xt+a—2n 1 S g — } < t() ‘Jozgzn 1>>

*
IN %
X
3
<
(3]
—7 I
—
=
e
S
N
s
=
3
q
L
VN
~«<
oyl
—~
=
S
3
><
Q
V)
3
L/
AN
~
o
~_
~_

holds true for all n € N and every t; > 0.
To
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(¥): Note that G, is F5,, ,~B(R{)-measurable for all m < 2n — 1.

(#*): By Theorem 2.7 we have that (P!),cpre) satisfies the strong Markov property for any
n € N. Let 05, ., : Q — Q be a shift operator as in Definition 1.9. Then we obtain

Py(inf{t >0: do X7154-527171 <e-— P} < t0|j5'2n71)

= ZPV((égzln,l{%Ug,p < to}) N{Fro1 < Gan < "} T,
keN

= Zpg((éggln_l{%[]a,p S to}) m {7:]@*1 S 6'277/ < 7V—k}‘tggéﬁn—l)
keN

Xoon_1 /¢~ = . . .
< ZPk {7, <to} NOsy,_ {Tk—1 < T2n < Ti})
keN

= Y P ({fy., < to} Ny, {Tho1 < Gon Ay < 7})
keN

= PX&QTL—l (%Us,p S tO)

PY-a.s. on {Fa,_1 < oo}, because P”(A) = P?(A) for all n € N and every A € .Z; .

(% % %): Since U, , C U,,, this follows from PXon (A) = ng&?"* (A) for all A € .Z;

Tng *

(% ***): Recall that (PJ o Xy) = 6, for every x € R where 6, denotes the Dirac measure
on (R%, #(R%)). Thus we infer that X, € B. Péﬁz”‘l(w)fa.s. for all w € Q with g4,y < 0.
We obtain (x * * ), because B(z, o) C U, , for any = € B..

By Remark 2.16 we have that 7p(ya,) 18 FPy,—a.s. continuous for each z € U. Moreover,
Theorem 2.9 yields that P, o X, has a \g-density for every z € U and each t € RS,
Le., in particular, P% (fp(za,) = to) < P (X;, € 0B(z,a;)) = 0 for any ¢y > 0 and all
r € B.. Therefore, ]l{fB(z,ax)Sto} is P —a.s. continuous for all x € B., which by means of
Theorem 2.8 in conjunction with Theorem 2.7 yields that qu,g)(fg(x,az) < tp) is continuous
on B.. In addition, we infer from Corollary 2.18 that v := max,cp. P2 (7B, < to) < 1,

no
since otherwise the continuity of PT(L;)) (7 Blz,ag) S tp) on B. would yield the existence of some
y € B. with PY (7B(z,a,) < to) = 1, which were a contradiction to Corollary 2.18. By our

considerations above we do now deduce from § o X5, | > ¢ that

2n (2.12) 2n—1 2n—1 2(n—1)
PY (ﬂ{a'z < tO}) < ’}/Ez/ (H ﬂ{&i§t0}> = ’yPV ( ﬂ {57; < to}) < ’)/PV m {51' < to}
i=1 =1

i=1 i=1
holds true for all n € N and any ¢y > 0. By continuing this process we obtain that

2n

Vn € Nvto > 0: PV (ﬂ{&z S to}) S ,yn—lpu ({5’1 S to} N {5’2 S to}) S ’Yn_l,

i=1
which results in

Vitg>0: P (ﬂ{&i < to}) < lim 41 = 0.

i=1
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As mentioned above this shows that P|q € P(2). Now we infer from Remark 2.14 that
P?|q is the unique solution to the martingale problem for (7', v) on U. O

Remark 2.20 Note that the property “ (1, oy, ¢n(wn) # 0 holds for any sequence (wy)nen
in G satisfying ﬂg:o ©n(wy) # 0 for all N € N”| which we have used in Part I of the proof

of Theorem 2.19, does hold if (G, %) = (Q,.Z%), but not if (G,¥9) = (Q,.7%X).

To begin with, we show that this property holds if (G,¥4) = (Q,.#%). To this end,
consider a sequence (wy)nen, in € such that _,@n(w,) # 0 for all N € N. Since
On(wn) N @pi1(wny1) # 0, we infer that w,,; = w, on [0,7,(w,)] for all n € N. Thus,
To(wn) = Tn(wny1) < Tng1(wngq) for all n € N, ie., lim,, o 7, (wy,) exists. Then define w € Q
by w = w, on [0,7,(w,)] for all n € N and w = A on [lim,, . 7,(w,),00). Note that w is
indeed an element of . Moreover, we have w € MNneny Pnlwn)-

That the aforementioned property does not hold if (G,¥4) = (2, %) can be shown by
constructing a sequence (wy)nen, in €2 as follows: Assume that d = 1, U = (—1,1) and
U, = (n' = 1,1 —n ") for all n € N. Furthermore, let w € Q be given by w(t) =
tsin((1 —¢) M) Lgc1y + Al g1y, consider wy := 0 € Q, and for any n € Ny define w,, € Q by

wp(t) = tsin((1 — t)_l)]l{t<;n(w)} + 7 (w) sin((1 — %n(CU))_l)]l{tZ%n(w)}

for all t € R. Then (w,)nen, is a sequence in €2 which satisfies ﬂnNzo on(wy) # O for all
N € N. Any element in [, oy, ¥n(wn) has to coincide with w on [0, 1), but there does not
exist any element in {2 which coincides with w on [0,1), since w does not have a left-hand
limit as ¢ T 1. Therefore, (), ¢y, @n(wn) = 0.

The conclusion that the aforementioned property holds if (G,¥) = (9, % X), but not if
(G,9) = (Q,.F%), is the reason why we consider € at all. O

Now that we have given sufficient conditions under which the martingale problem for 7" on
U has a unique solution, we are goint to present a few properties of this solution.

Lemma 2.21 Assume that (a;j)ij=1,.a and (b;)i=1,.a satisfy the assumptions of Theo-
rem 2.19. Furthermore, let (P¥),cp@w) be the unique solution to the martingale problem
for T on U. Then PO(A):U — [0,1] is B(U)-2([0,1])-measurable for every A € Q.

-----

Proof The assertion can be proven on the lines of the ideas in 6.7.4 in [SV79). O

Theorem 2.22 Assume that (a;;)ij=1,.a and (b;)i=1, a are as in Theorem 2.19. Further-
more, let (PY),epwy denote the unique solution to the martingale problem forT' on U. Then
a family & C (P ),,Ep( vy 1s relatively weakly compact if

.....

hm sup P(||Xoll2 > k) = 0. (2.13)
k—oo pe o
Proof The assertion can be proven along the lines of the proof of Theorem 2.5. 0

Theorem 2.23 Presume that (a;;)ij=1,..a and (b;)i=1,.q4 satisfy the assumptions of Theo-
rem 2.19, and let (P¥),ep@w) be the unique solution to the martingale problem for T on U.
If (b;)iz1,..a s continuous, then (P")vepw) satisfies the Feller property.

,,,,,



2.2.  THE MARTINGALE PROBLEM ON U C R? 37

Proof Definition 1.12 (i): Let € U and let (z,),en be a sequence in U such that
T, — x as n — oo. We want to apply Theorem 2.22 in order to deduce that (P™"),en
is relatively weakly compact. To this end we have to show that (2.13) is satisfied. For
this purpose choose some ¢ > 0. Since x, — x, there exists an ny € N such that
| — x,]l2 < e for all n > ng. With k > max(max{||z,|2 : n < ne}, ||z|2 + €) we obtain that
sup,eny P (| Xoll2 > k) = 0, which shows that (2.13) is satisfied. Consequently, by means
of Theorem 2.22, the sequence (P* ),y is relatively compact in the weak topology. In par-
ticular, we deduce that (P*"),eny C (P¥).ev has a subsequence (P* )gen converging weakly
to some w-limy_.oc P** € (P%), ;. Note that by Remark 13.13 in [Kle06] the weak limit
w-limg_, o P* is uniquely defined. The idea is to show that @ := w-limy_, P™ € P(Q)
is a solution to the martingale problem for (7', d,) on U. Then, by the uniqueness of the
solution, this yields that w-limy_,., P* = P*. We deduce from 7.8 Theorem (a) in Chapter
3 in [EKS86] that Pé?t’“l ..... X)) Q(th 77777 x;,) weakly as k — oo for all n € N, #y,...,1, € R{.
Thus it remains to show that ) satisfies Definition 2.10 (i) for §, and Definition 2.10 (ii).

Definition 2.10 (i): Consider the sequence (¢, )men of functions ¢, € Cy(U) with ¢, = 1
on Blx,Ym], ¢;m = 0 on U\ Blz,%/m| and such that ¢,,(y) = (2/m — ||y — x||2)m for all
y € Blz,2/m|]\ Blx,/m]. Fix some arbitrary m € N and choose a k,, € N with z,,, € Blz,/m]
for any k > k,,,. Note that such a k,, exists, since x,, — x asn — oco. Then E,,, (pmoXo) =1
for all & > k,,, which results in Eq (., 0Xp) = limy_, B, (pmoXo) = 1, where Eg denotes
the expectation with respect to (). Thus, since m € N was chosen arbitrarily and because
Xy is continuous, we infer that

Qtrh) = o ( fim o Xo) " Jim Fo (o0 Xo) =1

which shows that () satisfies Definition 2.10 (i) for d,.
Definition 2.10 (ii): By the .Z*X martingale property of (M;"/ )iers under P we have that

/ M APt = / M APt
A A

holds true for any f € C%(U), each k € N, all s,t € R} with s <t and every A € Z,.

Let t € Ry and let A € % be closed. In view of Lemma B.21 there exists a sequence
(Gm)men C C(£2,1]0,1]) with g, | 14 pointwise as m — oo. Hence we obtain that

lim / foXu dP™ PE' lim lim [ g.(f o Xins,) AP
A

k—oo k—o00 m—oo Q

= lim lim [ g.(f o Xirn,) dP*

m—o00 k—oo Q

= lim [ g.(foXinr,) d@Q

m—0o0 o)

Pt / foXunr, dQ
A

and similarly

lim / / TF o Xupr Mdu) AP PEF / lim [ Tfo Xuns, AP \(du)
A J[0,tATR] [0

]{:HOO ,t/\’?’n] kHOO A
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= / /Tfo UNATR, dQ)\(dU)
[0,tAT]) J A

_ / / TF 0 X, A(du) dQ
A J0,tATR]

hold for all f € C%(U), since Tf € Cy(U), and because X, is continuous on € for each
o € S§(FX). Thus,

/ M dQ = lim [ M dP®w = lim [ M AP = / MM dQ
A k—oo J 4 k—oo J 4 A

holds for any f € C%(U), each k € N, all 5,¢ € Rj with s < t and every closed A € Z,. Since
f(.) M dQ and f(.) M dQ are finite measures on (2, %) with [, MM AQ = Jo MM dQ,
and because .Z; is generated by {A € F : A is closed}, which is closed under the formation
of finite intersections, we conclude that [, M T aQ = [y M>dQ for all A € Z,, which
shows that @) satisfies Definition 2.10 (ii). Therefore, (P"),cp () satisfies Definition 1.12 (i).

Definition 1.12 (ii): Fix an arbitrary z € U and f € C,(U). By means of the Dominated
Convergence Theorem and the continuity of X((w) on Ry for any w € 2, we have that

lim E,(f 0 X;) PEY B (fo lim X;) = B, (f 0 Xo),

and hence we deduce that Py, =5 P%, as t — 0, which is equivalent to X; = Xp as t — o0,
since Py = 0,. Therefore, (P”),cp) satisfies Definition 1.12 (ii), and thus we conclude
that (P”),cp) satisfies the Feller property. O

According to Theorem 1.1 in Chapter 2 in [Pin95] we have that sup,cp E.(7p) € Ry for
every domain D C U with D C U. In particular, this yields that 7,, € Z(€, P”) and thus
T, < 00 P’~as. for all n € N and any v € P(U).

Theorem 2.24 Presume that (a;;)ij=1,.4 and (b;)i=1,. a4 are as in Theorem 2.19. Then
(P")vepwy, the unique solution to the martingale problem for T on U, satisfies the strong
Markov property.

-----

Proof Fix some arbitrary v € P(U), 7 € §;(P?,.#~). The approach to prove the assertion
is quite similar to the idea which we have employed in the proof of Lemma 2.23 in order
to prove that Definition 1.12 (i) is satified. For any o € S(.Z¥) let 0, : 2 — Q be a shift
operator as in Definition 1.9. In view of Theorem B.19 we consider a regular .%,—conditional
distribution Py 5 of 0, ie., Py ; (- A) = P'(0;'(A)|F;) P'-as. for all A € F, and
we show that for PY-a.a. w € () the probability measure Py ; (w, ) € P(Q) solves the
martingale problem for (7', 6x. (.)) on U. Then we infer from the uniqueness of the solution
that P”(6;71(A)|Z,) = Py iz (1 A) = P*(A) Pv-as. for all A € Z, which proves the
assertion. Since all our considerations are only PY—a.s., and because 7 < oo PY—a.s., we
can assume w.l.o.g. that 7 < co. In the following we will denote by Fj 7, & regular ., —

conditional distribution of 0y, i.e., Py , (-, A) = PY(A|.%,;) P"-as. for all A € .Z.

907+

Now we show that P,z (w,) satisfies Definition 2.10 (i) for dx, () and Definition 2.10 (ii)
for P-a.a. w € (.
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Definition 2.10 (i): By means of the P’—a.s. uniqueness of the regular conditional distribu-
tions (cf. Theorem B.19) we obtain that

By 7. (w, {Xo € -}) = By 7, (@, { X7 € }) = Tix,e3 (@) = Ox. ()

A

holds true for P"-a.a. w € €2, since X, is #,—~%(U)-measurable, where AB(U) denotes the
Borel g-algebra on U. This shows that Py ;> (w,-) satisfies Definition 2.10 (i) for dx, () for
P'-a.a. w e (.

Definition 2.10 (ii): Fix some n € N and f € C%(U). In addition, let s,t € RJ with s < ¢.

Observe that (M™f )ueRg is uniformly P—integrable, since

Vu € Ry« (M| < | flloe + 1T fllocTs

and || flloo + |7 f|ocTn € L, P¥), because 7, € £L1(Q, P). By the .#X-martingale prop-
erty of (M™/ )ueRg in conjunction with the Optional Sampling Theorem (cf. Theorem B.18)

u

we have that [, ML AP = Ja M dP¥ holds true for all A € .Z,,,. By means of the
PY—a.s. uniqueness of the regular conditional distributions and by means of Lemma B.20
this results in

J T AR ) = [ M o0 iy, - )

= b (19;1(,4) (M — M
= 0

34;)

Pr—as. for every A € %, where fA[Mtn’f - M:’f](w)Pa”TlﬁT(-,dw) : Q — R is given by
ST — M (W) Py 5 (- dw) () = [, (M — M (w) Py,

9T|ﬁf(77»duJ) for all n € Q. The
function ff??l(A) [Mtn’f — Mo QT(w)Pe’;‘%(-,dw) : 0 — R is given analogously. Hence,
PV

6.7, (w, ") satisfies Definition 2.10 (i) for P"~a.a. w € €2, which proves the assertion. [

Remark 2.25 In the proof of Theorem 2.7 we have claimed that the assertions can be
proven on the lines of the proofs of Theorem 2.23 and Theorem 2.24. Well, if we want to
prove that the unique solution to the martingale problem on R? for some operator satisfies
the strong Markov property, then it is a little bit more intricate to show that Definition 2.1
(i) is satisfied. Hence we will briefly scetch the main idea how to show this point.

Assume that the martingale problem on R for some second-order differential operator T on
C%(RY), as in Section 2.1, has a unique solution (P”),cpma) C P(Q). Let 7 € Sp(P¥, F¥)
and f € C%(R?). Moreover, let v € P(R?), and let (D,)nen be a sequence of bounded
domains D,, C R? with R? = Unen Dn and such that D, € D, for all n € N. Then
we can apply the Optional Sampling Theorem (cf. Theorem B.18) in order to deduce that

(f o Xinp, — f[o D ]Tf oXSA(ds)> s an ﬁxfmartingale under P”. Let w € Q and
b n teR

0
consider the measure P”(6-'(-)|.%#,)(w) € P(2). Along the lines of the proof of Theo-
rem 2.24 we obtain that (foXtMD — f[o - }Tfo)v(s)\(ds)) . is an ,QX,martingale
" HATDn teR

0
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under P”(0-1(+)|-#,)(w) for any n € N. By considering the limits as n — oo this results in
(f o X; — f[o gTfo Xs)\(ds)> . being an FX _martingale under P (0-1(-)|.%,)(w), since
’ teR

0
lim,, . 7p,, = Tra = 00. This shows that Definition 2.1 (ii) is satisfied if we proceed as in

the proof of Theorem 2.24 in order to show that (P”),e pra) satisfies the strong Markov
property. O

Theorem 2.26 Assume that (a;;)ij=1,.a and (b;)i=1. 4 satisfy the assumptions of Theo-
rem 2.19, and let (P"),epw) denote the unique solution to the martingale problem for T on
U. Then fQY dP) is continuous on U for any Y € B(Q) which is continuous PY-a.s. for
everyy € U.

Proof The assertion can be proven on the lines of the proof of Theorem 2.8. 0

2.3 Diffusions

The main purpose of this thesis is to study certain properties of diffusion semigroups. There-
fore, as in Chapter 1, the motivation for the theory developed so far is to construct a diffusion
process in a domain U C R?. In this section we will give a second definition of diffusion pro-
cesses, and we will briefly discuss its relation to the Feller diffusions which we have defined
in the previous chapter (cf. Definition 1.30).

Throughout this section let U C R? be a domain.

Definition 2.27 Presume that (aij)ij=1...d, (bi)i=1,..a and T are as in Theorem 2.19, and
let (P"),epw) denote the unique solution to the martingale problem for T on U. For any
v € P(U) we call (X, P") the diffusion with respect to T and with initial distribution v.
Furthermore, the associated sub—Markov semigroup (Pt)teRg of transition kernels is referred
to as diffusion semigroup. In the spirit of referring to A as cemetery state we say that X
15 killed at Ty, and we call Ty the lifetime of the diffusion. Note that this killing is different
from the killing in Subsection 1.3.2.

Now we want to discuss briefly the relation between the diffusions in the sense of Defini-
tion 2.27 and the Feller diffusions in U as given by Definition 1.30.

A Feller diffusion (XU, P¥) in U with respect to Ty and with initial distribution v € P(U)
clearly satisfies Definition 2.10 (i). Moreover, we deduce from Lemma 1.20 and the Optional
Sampling Theorem (cf. Theorem B.18) that (f o X{i. — [ (T f) © XT Mds)),eps i

an (ﬂ/‘tU)tGRarmartingale under Py for any f € C2(U), where Z} := U{ng i s € 10,1t}
That is, the stopped process corresponding to a Feller diffusion satisfies a martingale prop-
erty as in Definition 2.10 (ii). Conversely, we have shown in the previous section that any
diffusion in the sense of Definition 2.27 is a Feller process as well as a strong Markov process.
Thus, all these basic properties are shared by both classes of diffusion processes. In view
of that, it may be justified to refer to processes from both classes as diffusion processes.
However, there are considerable differences between Feller diffusions in U and diffusions as

in Definition 2.27. To begin with, Feller diffusions in U and diffusions are defined on different
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spaces. Moreover, Feller diffusions in U do not exist anymore after 7, whereas diffusions
in the sense of Definition 2.27 are identical A from 7 on. An important question is under
which assumptions the respective diffusion processes exist. Recall that a Feller diffusion in
U is obtained by killing a Feller diffusion in R?, and consequently the coefficients a;; and b';
i,j =1,...,d; appendant to the killed process have limits in R as & — 9U, and (b{);=1__4
is continuous. However, even if the limits lim, .5y a;j(x) and lim,_.5y b;(2) do not exist in

R for some 4,5 € {1,...,d}, or if (b;);=1,.. 4 is not continuous, there may be a diffusion with
respect to T = 3 ijzl a,-j% + Zle bi% in the sense of Definition 2.27.
. Kadi] T

A possible extension of our considerations in the present thesis may be to deal with diffusions
conditional on not leaving U. These conditional processes, which are examples of Doob’s
h processes, are closely related to the questions with which we will deal in Part II of this
thesis. Since the drift coefficients of those conditional diffusions are unbounded on U, these
processes are not Feller diffusions in U. However, those conditional processes are diffusions in
the sense of Definition 2.27 (cf. the theorem in [Pin85]). Despite not dealing with conditional
diffusions in this thesis, our motivation to construct diffusions via the martingale problem is
that it enables us to consider those conditional processes in the context of diffusion processes.
This may justify the consideration of the approach via the martingale problem in this thesis,
even though in Part II we won’t take full advantage of the power of the martingale problem.

In Part II of this thesis we will consider diffusion semigroups as given by Definition 2.27.






Part 11

Properties of Diffusion Semigroups
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Chapter 3

Intrinsic Ultracontractivity

This chapter, in which we will deal with a certain analytical property of diffusion semigroups,
constitutes the main part of this thesis. The diffusions are given by Definition 2.27, and some
of their properties are provided by the previous chapter.

We consider R, d > 3, endowed with the Euclidean norm || - ||,. Throughout this chapter
let U C R? be a bounded C%'-domain, and let the Borel o-algebra on U be denoted by
A(U). Additionally, let A € R?\ U be a point which yields an Alexandroff one-point
compactification U := U U {A} of U (cf. Theorem B.24). Furthermore, we define a function
oy : C(RE,U) — R by op(f) = inf{t € RY : f(t) € U} for all f € C(RE,U). Consider a
measurable space (Q,.%), where Q 1= {w € C(R{,U) : w(t) = AVt > op(w)} is equipped
with the topology of uniform convergence on bounded intervals of Rj, and .Z := 2(0).
Moreover, Z(£2) denotes the Borel o—algebra on €. In addition, we will be concerned with
the coordinate mapping process X := (Xt)teRg on (,.%), defined by X; :==m : Q — U,
where 7; denotes the projection as in Definition B.5. Moreover, we consider a filtration
FX = () iery> where Fy = o(X; : s € [0,4]} for any ¢ € Ry, and we obtain an .#X—
stopping time 7y = oyl|g. Furthermore, we denote by A; the d-dimensional Lebesgue
measure and by ca(Z(U)) the family of all finite signed measures on Z(U). In this chapter
we will consider diffusions in U, as constructed in the previous chapter (cf. Definition 2.27).
Recall that by definition a diffusion in U is a stochastic process killed at 7, i.e., with the
zero Dirichlet boundary condition.

As the title of this chapter reveals, we will concern ourselves with the so—called intrinsic
ultracontractivity. In Section 3.1 we will provide the basic assumptions and tools for our
further proceeding in the following sections. The main part of this chapter is Section 3.2,
where we will introduce the concept of intrinsic ultracontractivity, and in which we will state
and prove the main result of this thesis.

Without going into detail, we just want to mention here the main result of this chapter, so
that the reader who is already familiar with the underlying concepts can get a general idea
of what we are going to do.

Our main result states that a diffusion semigroup (Pt)teRg, as defined in Definition 2.27, is
intrinsically ultracontractive on U [with respect to A4 if the diffusion coefficient (a;;); j=1,. .4

45
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and the drift coeflicient (b;);=1..._4 satisfy the following conditions:

77777

(i) ai; € C*U) and b; € CY(U) for all 4,5 € {1,...,d},
(i) aij; 4,5 =1,...,d; can be extended to some a;; € Cy(R?) such that 5 a” exists and is

bounded, and such that (a@;;)ij=1,.a is symmetric as well as umformly elliptic.

.....

Moreover, if there exists some inner regular finite measure my on (U, Z(U)) such that for
any ¢ > 0 and all € U the transition measure P;(z,-) possesses a bounded continuous
mo—density p;™(z, ), then the first condition can be relaxed to

360 >0Vi,j€{l,...,d}:ay,b € C¥U)

in order that (Pt)teRg is intrinsically ultracontractive on U with respect to my. We will
present the proof in Section 3.2.

The main literature to which we will refer troughout this chapter are [KS06a|, [GQZ88] and
[Dyn65I1]. Furthermore, in order to prove our main theorem we will utilise results from
[HS82] and [GW82]. We will primarily refer to [KS06a] in order to compare the main result
obtained by Kim and Song with our main result. However, the methods in that paper are
not utilised in the course of our approach. In contrast, [GQZ88] contains some results which
are indispensable for our considerations, and we will refer to these results occasionally. Note
that the assumptions on the coefficients of the underlying operator in [GQZS88| look slightly
different from our assumptions on 7', but the proofs of the cited results work out equally
well under our assumptions. In fact, the principal part of the diffusion generating operator
in [GQZ88| is given in divergence form, whereas our operator will be given in nondivergence
form, which may explain the differences.

3.1 Preliminaries

Throughout the whole chapter we consider a linear operator T : C%(U) — Cx(U) in nondi-
vergence form defined by

VfeCaU)VxeU: :Tf(x

d 2 d o
2:: e lORDILIOF e G NNCR)

l\DI»—t

where (ai;)j—1,..a and (b;)i—1,...

(i) 36 >0Vi,j €{1,...,d}: ay,b; € COU),

(i) ai; 4,5 =1,...,d; can be extended to some a;; € Cy(R?) such that a” exists and is

bounded, and such that ()i j=1,. 4 is symmetric as well as umformly elliptic.

,,,,,,,,,, a4 satisfy
the conditions of Theorem 2.19, i.e., for any v € P(U) the martmgale problem for (T, v)
on U has a unique solution P¥ € P(Q, Z). As in the previous chapter, we set P := P%.
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Furthermore, let (Pt)teRg be a semigroup of sub-Markov kernels P, ¢t > 0, on (U, B(U)),
defined by P;(z,B) = P*(X; € B) for all x € U and B € #(U). In addition we define a
Feller semigroup (Tt)teRg of transition operators T; on Co(U) by Ty f(x) = [, Py(x,dy)f(y)
for all f € Cy(U) and any ¢ > 0.

Note that the conditions which we have imposed on the domain U as well as on the diffusion
and drift coefficients of T" are actually much stronger than the assumptions of Theorem 2.19,
which yield a unique solution to the corresponding martingale problem. However, as we will
see below, these conditions are necessary in order to establish the set—up for Section 3.2, in
which we will utilise the results developed in the present section.

Theorem 3.1 There exists a positive function py(-,-) € C(RT x U x U) such that p; is
bounded and p,(x,-) is a N\g|y—density of Pi(z,-) for anyt >0 and all z € U.

Proof Except for the positivity, this follows from Theorem 0.6 in §6 of the appendix of
[Dyn6511].

Our approach to prove the positivity is based on an idea of the proof of Theorem 4.3 in
Chapter 2 in [PS78], where Port and Stone prove the positivity of a A\j|y—density relating to
the d-dimensional Wiener process with the zero Dirichlet boundary condition.

Foralli,j € {1,...,d} extend a;; and b; to some G;; € Cy(R?) and some bounded measurable
b; : R* — R such that a” exists and is bounded, and such that (a;;); j=1,.. is symmetric as
well as uniformly elhptlc Note that by condition (ii) in the definition of 7" such extensions are
possible, and observe that (;;); j1,. 4 and (bz) a4 satisfy the assumptions of Theorem 2.4.
Moreover, these extensmns enable us to use Theorem 1 in [Aro67]. In addition, consider the
linear operator 1" := 1 Z” | iy o o T S iz from C%(R?) to B(RY). Then we infer

from Theorem 2.4 that for any x € Rd the martlngale problem for (T, ) on R? has a unique
solution P on (Q,.%), where Q := C(RJ,R?) and .% := £(). Here Q is presumed to be
endowed with the topology of uniform convergence on bounded intervals of R{, and B(Q)
denotes the Borel-o—algebra on . Furthermore, we will be concerned with the coordinate
mapping process X := (Xt)teRg on (Q,.%), defined by X; :== m, : Q — R% We will use

,,,,,

77777

the random variable 7y := inf{t € Ry : X, ¢U }. Consider the sub-Markov semigroup
(Pt)teR(J{ of transition kernels defined by Pi(x, B) = P*(X; € B) for all t € R}, z € R? and

B € B(R?), where B(R?) denotes the Borel-o-algebra on R?. According to Lemma 2.9
Pi(z,-), € R? possesses a \g—density p;(z,-), which by means of Aronson’s estimate (cf.
Theorem 1 in [Aro67]) satisfies

a 't Pexp(—alle —yl3tT) < pulwy) < ot Pexp(—a Mz —yl3t)  (32)

for all y € R%.
Part [

Let zp € U. Based on the proof of Proposition 4.1 in Chapter 2 in [PS78] we will show
that there exists some ¢ > 0 such that p.(z, y)pi(z,y)"* — 1 uniformly in z,y € Blzo,¢] as
t — 0. For any ¢ > 0 consider p, : U x U — R given by p,(z,y) = pi(x,y) — pi(z,y) for all
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x,y € U, and observe that
Yoy € Uspilog) = [ pros (Yo, (0).0)P7(do). (33)
{fu<t}
Indeed, since P*(X, € B,7y =t) < P*(X, € B, X, € 0U) = 0 for all B € B(U), we have
that

B

= P*(X,€B,7y > 1) +/ PXu@(X, ., € B)(-,y)P*(dw)

{fu<t}

= [ e+ [ /{ P ) Pl

holds true for all z,y € U and each B € #(U). By the continuity on U of the integrands of
the integrals above, this results in

Va,y e U pule.y) = pz,y) + /{ e (X (0, )P (),
Ty <t

which shows (3.3). Let p := inf{||z — zo|| : z € U} and fix some ¢ > 0 with 3= < p.
Furthermore, let z,y € Bz, €] and define i := inf{||z—v|| : z € U%,v € B[z, ¢]}. Note that
|z —yll2 < 26 < p—e < 5. In addition, observe that at=%2 exp(—a~'n*~1) is monotonically
increasing in ¢ € (0,2n*a~'d™"'). Therefore, we deduce from (3.2) that

Pi-s(2,y) < alt —s) Pexp(—a|z —y[l3(t — )7
< aft—s) P exp(—a P (t — 5)7Y) < at™ P exp(—a Pt h).
for all 0 < s < t < 2n%a~'d~" and every z € UC. By means of (3.3) this yields that
VO <t <2 td™l:pl(x,y) < at™Pexp(—a~ Y,

which, by (3.2), results in

’ 2 . 2 2 _ 4 2
VO <t<2nPaldt: M < exp —w < exp _0 ° ).
pe(z,y) at at

Since p'(yx,y) = pe(z,y) — pi(z,y), we conclude by the inequality above that

1

pe(z,y)p(x,y)” — 1 uniformly in z,y € Blzg,¢] as t — 0.

Part 11

Now fix some arbitrary ¢y > 0 and = € U, and define A := {y € U : p;,(x,y) > 0}, which
is open in U by the continuity of py,(z,-). Observe that we obtain A = U if we show that
A # (and ANU = A. This can be seen as follows: Since A C U by definition, we only have
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to show that U C A. From ANU = A we infer that U N 9A = (). Because U is connected
and A # 0, this yields that U N A® = (), which results in A = U.

At first observe that A # (. In fact, Py, (x,U) = P, (x,A), since P (x, U\ A) = 0 by
definition of A. Moreover, since x € U and because the diffusion is continuous, we have that
P, (z,U) > 0. Now if A =), then we had P, (z,U) = 0, which would be a contradiction to
the positivity of Py, (x,U).

Since A C AN U, it only remains to show that ANU C A.

For the time being, let y € U and observe that there exists a neighbourhood N, C U of y
such that pi(u,v) > 0 for all u,v € N, and every ¢t > 0. This can be seen as follows: By
Part I there exists an € > 0 such that p;(u,v)p;(u,v)™" — 1 uniformly in u,v € Bly, €| as
t — 0. With N, := Bly, €] we infer that there exists some ¢, > 0 such that p;(u,v) > 0 for all
u,v € N, and any ¢t < t,. Now let £ > 0 and choose some n;, € N with n,t, <t < (ny + 1)ty,
ie, 0<t—ng, <t,. Now the Chapman-Kolmogorov equation yields that

pr(u,0) = / Pty (1 0) Pt ety (1, 0) Mg (d0)
U

= /U/U . /Upty (w, w1) - . P, (W, W)Prnye, (W, V) Ag(dwr) . .. Ag(wn, ) Ag(dw) > 0
N

n¢ times

holds true for all u,v € N,,.

Choose some z € AN U. Then, as shown above, there exists a neighbourhood N, C U of
z such that p;(u,v) > 0 for all u,v € N, and every t > 0. Note that AN N, # (), since
z € A. Let y € AN N, and observe that p,,(z,y) > 0, because y € A. By the continuity
of pey(x,y) there exists an 0 < s < ty with ps(x,y) > 0. Since p,(z,-) is continuous, we
conclude that there exists a neighbourhood N, C N, of y with p;(x,w) > 0 for all w € Nj,.
Another application of the Chapman—Kolmogorov equation in conjunction with our above
considerations results in

Dio (T, 2) = /Ups(x,w)ptos(w,z))\d(dw) > /N ps(x, w)pi—s(w, 2) Ag(dv) > 0,

ie., z € A. Since z € ANU was chosen arbitrarily, we infer that ANU C A. As mentioned
above, this yields the assertion. O

Throughout this chapter let p((-,-) denote the function as in Theorem 3.1.

Remark 3.2 (i) Note that in the proof of Theorem 3.1 we can indeed apply Theorem 0.6
in §6 of the appendix of [Dyn65II], because we can extend (a;;); =1, a4 and (b;)i—1, 4
to coefficients on some domain D O U which satisfy the assumptions of Theorem 2.19.
Since all trajectories wp of the corresponding diffusion (cf. Definition 2.27) are con-
tinuous up to inf{t € R} : wp(t) & D}, we deduce by means of Theorem 2.2 that for
every w € 2 there exists some zg € OU such that ||w(t) — zolla — 0 as t — 7y (w).
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(ii) Observe that (p;);er+ satisfies the Chapman—Kolmogorov equation with respect to Ag.
Indeed, we know that (F),cg+ is a semigroup. Thus we infer that

/Bszrt(may))\d(dy) = Ps+t(va):/(‘]PS(wudZ)Pt(%B)

N /B /Ups(m, 2)pi(z,y)Aa(dz) Aq(dy)

holds true forallz € U, B € B(U) and s,t > 0, i.e., p(z,y) = [, ps(x, 2)pe(2, y) Aa(d2).
%

Later on we will frequently deal with an “adjoint” semigroup of the Feller semigroup (Tt)teRg-
Actually, rather than considering the adjoint semigroup itself, we will consider a semigroup
which is closely related to the adjoint semigroup, and which will be referred to as formal
adjoint semigroup.

We define a semigroup (Up)cp+ of linear operators Uy : ca(#(U)) — ca(A(U)) by
Vo € ca(BU))YB € BU) : Un(B) = / Py, B)(dz).
U

The dual space B(U)* of B(U) is related to ca(#(U)) in the following way: Each f* € B(U)*
can be represented by

VfeBU /fdl/— V),

where v € ca(#(U)). That is, any f* € B(U)* corresponds to some v € ca(#A(U)), and thus
B(U)* can be equated with ca(#(U)). Note that

//pt:cy y)haldy)v(da) /f /Pt(:cdy)(> (,U)

holds true for all t > 0, f € Cy(U) and v € ca(#A(U)), i.e., U; is the adjoint of T;. Moreover,
observe that

Vt>0Vveca(BU)VB e BU):Uv(B / /pt x,y)v(dz)\g(dy),
ie., for any v € ca(#(U)) the signed measure Uy has a Ag|y—density [, pi(z,-)v(dz) €
Cy(U).
We define a semigroup (7),cp+ of linear operators Ty : Cy(U) — Cy(U) by

V>0V feCyU): T, f = /pt x)Ag(dz).

In particular, we obtain for any f € C,(U) that T} f is a \g|y—density of U;(fAg), since

/ T () ha(dy) = / / P, 1) F () Aa(d2) Aa(dy) = Uy FA0)(B) (3.4)
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holds for all ¢ > 0, B € #(U) and y € U. Furthermore, we infer that

/ F(@)T7 9(@)ha(da) / / F(@pely, 2)9(y)Aaldy)Aa(dr) = / d)TF ()Maldy) (3.5)

holds true for all f € Co(U), g € Cp(U) and t > 0. We call (T}),cp+ the formal adjoint
semigroup of (Tt)teRJr A motivation for this name will be given in Lemma 3.14 on page 60.
Let (P;), ert denote the semigroup of transition kernels associated with (73 )t€R+

Throughout this chapter we will make frequent use of the following result concerning eigen-
values and eigenfunctions, which is based on the strong version of the Krein—-Rutman theorem
(cf. [KR62]) and the strong maximum principle (cf. [GT98]).

Theorem 3.3 There exists a v > 0 such that e is a simple eigenvalue of Ty and T} for
any t > 0. Furthermore, |l| < e 7 for allt >0 andl € (o(T;) Uo(Ty)) \ {e"*}. Moreover,
there exist positive o, € Co(U), normalised such that fU¢ d\g = 1 and fU oY d\g = 1,
which satisfy Typ = e "o as well as Ty = e ) for all t > 0.

Proof See Theorem 5.5 and Theorem 6.1 in Chapter 3 in [Pin95] as well as Proposition
3 and Proposition 4 in [GQZ88]. Fix some ¢t > 0, and note that we don’t get directly the
result concerning 77" and . But since U, is the adjoint of T}, we obtain that there exists a
measure v on Z(U), normalised such that v(U) = 1 and [;; ¢ dv = 1, with Uy = e v and
such that v(B) > 0 for any nonempty open B C U. Let ¢ € Cy(U) be a \g|y—density of v.
Note that such a ¢ € Cy(U) exists, since, as we have shown above, U;v has a \j|y—density
in Cy(U). According to (3.4) we have that

/ T d\g = Uy () (B) = U(B) = e "v(B) = e‘”t/ W dAg
B B

holds true for all B € A(U), and hence T;¢p = e ). That ¢ is positive follows from
the positivity of p; and from v(B) > 0 for all nonempty open B C U. Moreover, that
Jy¥ dAg =1 and [; o dAg = 1 results from v(U) = 1 and [, ¢ dv = 1, because 1 is a
Ad|v—density of v. O

Remark 3.4 Note that the Krein—-Rutman theorem is not applicable directly, because
Co(U) has an empty interior, and the strong version of the Krein-Rutman theorem requires
that the cone of the nonnegative functions in the respective function space has a nonempty
interior. Thus, this theorem cannot be applied directly to an operator on Cy(U). However,
in Section 5 of Chapter 3 in [Pin95] Pinsky shows a way of how to apply the Krein-Rutman
theorem in order to prove Theorem 3.3. O

Throughout this chapter let 7, ¢ and 1 denote the constant and eigenfunctions, respectively,
as in Theorem 3.3.

In the course of our considerations we will frequently refer to the following hypotheses:

(H1) There exists some inner regular my € M;(U) such that for any ¢t > 0 and all z € U
the transition measure P;(z,-) possesses a bounded, continuous and symmetric mo—density
pi(x, ), e, Pz, B) = [zp(x,y)mo(dy) and pj"(x,-) = p/"(-,z) for all z € U, any ¢t > 0
and every B € A(U).
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(HY’) We say that a finite inner regular measure m on (U, Z(U)) satisfies Hypothesis (H1”)
if for any ¢ > 0 and all z € U the transition measure P;(x,-) possesses a positive, bounded,
continuous and symmetric m—density p*(z, -).

(H2) In addition to the assumptions on the coefficients in the definition of 7" we have that
a;;j € C*(U) and b; € CY(U) for all i,j € {1,...,d}.
We do not postulate that Hypothesis (H1) or Hypothesis (H2) is satisfied, but for some

results in the upcoming part of this chapter we will assume that (H1) or (H2) is satisfied.
In these situations we will explicitely refer to the corresponding hypothesis.

Observe that if Hypothesis (H1) is satisfied, then p;* satisfies the Chapman—Kolmogorov
equation with respect to mg (cf. Remark 3.2 (ii)).

Note that Hypothesis (H1) is satisfied whenever there exists a measure m € M ¢(U) which
satisfies Hypothesis (H1).

In particular, Hypothesis (H1) is satisfied if the diffusion is symmetric. In fact, in that
situation we deduce from Theorem 3.1 that A\, satisfies Hypothesis (H1’). However, Hy-

pothesis (H1) does not require the diffusion to be symmetric.

In particular, Hypothesis (H2) implicates that ‘9—2aij as well as %bi are bounded for all

Ox;0x;
i,je{l,...,d.

3.2 Intrinsic Ultracontractivity

Now we are ready to introduce the main concept of this thesis, the so—called intrinsic ul-
tracontractivity. As we will see in Chapter 4, this property is sufficiently strong in order to
guarantee nice convergence properties of the diffusion. In fact, that is our main motivation
to deal with intrinsic ultracontractivity.

Definition 3.5 Let m be a finite measure on (U, B(U)), such that for any t > 0 as well
as each x € U the transition measure Py(x,-) has an m—density p{*(z,-). We say that the
diffusion semigroup (Pt)teRg is intrinsically ultracontractive [on U] with respect to m if

for any t > 0 the function ¢ : U x U — R, defined by

Vt>OVx,y€U:q;”(w,y):£t— (3.6)

1s bounded.

If m = Xy (i.e., p™ = p) and if (3.6) is satisfied, then we will simply say (Pt)teRg is
intrinsically ultracontractive [on U], without mentioning the measure.

The concept of intrinsic ultracontractivity for symmetric processes was introduced by Davies
and Simon in [DS84]. Davies and Simon used a different definition (cf. Section 3 in [DS84]).
They considered a semigroup (Lt)teRg of transition operators on £?(U, \y|yy) with associ-

ated semigroup (Qt>teR0+ of transition kernels and normalised eigenfunction ¢ corresponding
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to the principal eigenvalue e, ie., Lip = ey for all t > 0. They call (Lt>teRg in-
trinsically ultracontractive if for any ¢ > 0 the operator L} on Z*(U, ¢*\4|r), defined by
Lif(x) = [, Qix,dy)e(z) to(y) ! f(y) for all fe LU, ¢*\|y) and = € U, is a bounded
operator which maps Z2(U, p*\4|r) into £>*(U, ¢*\4r). In Theorem 3.2 in [DS84] Davies
and Simon show that in this symmetric .#%-context their definition is equivalent to our defi-
nition. Moreover, in Proposition 2.2 in [KS06a] Kim and Song prove that the corresponding
equivalence holds true also for non—symmetric operators.

All our considerations in this chapter are related to the bounded C?'-domain U. However,
in the literature, many authors consider a diffusion with “nice” coefficients, e.g. the Wiener
process, on some bounded domain D C R? with the zero Dirichlet boundary condition, and
they are interested in how “regular” the boundary of D has to be for intrinsic ultracontrac-
tivity to hold. That is, whereas our approach is to fix the domain and to find coefficients as
general as possible, a common approach in the literature is to fix a “nice” diffusion and to
find a domain as general as possible to have intrinsic ultracontractivity. This approach was
chosen for example by Davies and Simon in [DS84], where they prove that the semigroup
corresponding to the Laplace operator with the zero Dirichlet boundary condition is intrin-
sically ultracontractive if D has a C*°~boundary (cf. Theorem 9.2 in [DS84)) or if D satisfies
an interior cone condition and an exterior cone condition (cf. Theorem 9.3 in [DS84]). Much
more general results in this regard can be derived from Theorem 1.2 in [BB92], where Bass
and Burdzy show that on certain domains the parabolic boundary Harnack principle (cf.
(3.11) on p. 57) holds for a large class of symmetric operators. We show that the parabolic
boundary Harnack principle is equivalent to intrinsic ultracontractivity (cf. Theorem 3.11
on p. 57), and thus they have effectively proven that intrinsic ultracontractivity holds under
their assumptions.

Another approach, which was employed by Cipriani in Theorem 3 in [Cip94] as well as by
Ouhabaz and Wang in Corollary 2.4 (a) in [OW0T7], is to investigate under which assumptions
on the eigenfunction ¢ intrinsic ultracontractivity holds true.

Almost all authors considered intrinsic ultracontractivity in the context of symmetric dif-
fusions. The paper closest to our considerations is [KS06al, firstly because Kim and Song
are the first (and to the best of our knowledge only ones) who considered intrinsic ultracon-
tractivity of non—symmetric diffusion semigroups, and secondly because they have taken the
approach to fix a domain and to consider how the coefficients have to be chosen in order
that intrinsic ultracontractivity holds. We are going to deal with a similar question. In
view of these similarities of their paper with this thesis, we will compare the main result in
[KS06a] with our main result, in order to point out where is the novelty of our work. This
comparison is done at the end of the present section. Note that intrinsic ultracontractivity
is an analytical property, and so far this property was mainly studied in the Hilbert space
context, often using Dirichlet forms and logarithmic Sobolev inequalities. That functional
analytical approach was also used by Kim and Song, whereas we are working on Cy(U) and
we have chosen a more stochastic approach. That is, our method differs profoundly from
the approach in [KS06a].

As we have noted above, many authors are interested in the question under which assump-
tions intrinsic ultracontractivity holds true. Thus one may wonder if there are situations
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at all in which intrinsic ultracontractivity does not hold. Well, in Theorem 9.1 in [DS84]
Davies and Simon give a counterexample of a bounded domain in R? on which the semi-
group corresponding to the Laplace operator with the zero Dirichlet boundary condition is
not intrinsically ultracontractive. Another counterexample is given in Section 4 in [BD89]
by Bafiuelos and Davis. There they show that e "'p;(z,y)¢(z) 19 (y)~! does not converge
jointly uniformly in (z,y) € D? as t — oo, but intrinsic ultracontractivity implies such a
jointly uniformly convergence. These counterexamples, which fit into the approach of con-
sidering “nice” diffusions and “irregular” domains, show that, as one may have expected,
some regularity conditions on the boundary of D are necessary in order to obtain intrinsic
ultracontractivity of the diffusion semigroup. Indeed, it turns out that what might cause
problems are what in [BB92] Bass and Burdzy call “long and thin canals”.

Above we have mentioned that there exist many results which show that on bounded domains
with sufficiently regular boundary intrinsic ultracontractivity holds for “nice” diffusions, in
particular for the Wiener process with the zero Dirichlet boundary condition. However, ex-
cept for the results in [KS06a] these results are related to symmetric operators. As mentioned
above, in [KS06a] there is developed an idea for dealing with intrinsic ultracontractivity in
the context of non—symmetric diffusions, which differs profoundly from our method. Be-
fore we will present our results, we will present a class of diffusions in U whose diffusion
semigroups are intrinsically ultracontractive.

Consider the function ¢ : U — R* defined by 6(z) = inf,cpy ||z — y||2 for all x € U. This
definition will be valid throughout the whole section.

Lemma 3.6 There exist some a > (3 > 0 such that

po(r) < p(z) < ad(z) and Bo(x) < P(r) < ad(x)
hold true for every x € U.
Proof Confer Proposition 3 in [GQZ8S]. O

Example 3.7 Let g = (g;)i=1,..a € C:°(U,R?) be such that —g is bounded. Then (Pg)teRJr,
the semigroup of the Wiener process with drift g killed at 1y, is intrinsically ultracontractive.

Proof For every z € U let p{(x,-) denote the \y|y—density of P/(x,-). Then we have by
Theorem 4.2 in [KS06b| that there exist a;, ag > 0 such that

g g2 B
pi(z,y) <aat™ 2 0(x)0(y) exp | —ao o7

holds for all x,y € U. By means of Lemma 3.6 this results in

pi(z,y) < ap(z)(y)

for some o > and all z,y € U, i.e., (P )teRér is intrinsically ultracontractive. OJ

Observe that in the above example the generator 7Y of the Wiener process with drift g
killed at 7y is given on C%(U) by T9f = Yalgf + 3¢ gi5=f(x), where A, denotes the
d—dimensional Dirichlet Laplacian.
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Now we start to develop our theory concerning intrinsic ultracontractivity, which comprises
the non—symmetric case. The first result states that the upper bound, which is obtained by
intrinsic ultracontractivity, yields a positive lower bound.

Theorem 3.8 Assume that for every t > 0 there exist an oy > 0 and some inner reqular
m € M(U) such that for any x € U the measure Pi(z,-) possesses an m—density p;*, which
satisfies p*(x,y) < app(x)Y(y) for all y € U. Then for any t > 0 there exists a By > 0
and some m € M;(U), which satisfies Hypothesis (H1’), such that for each v € U we have
that pi*(x,-), the corresponding m—density of Py(x,-), satisfies Byp(x)(y) < pi*(x,y) for all
yel.

Proof Our approach is based on the ideas of the proof of Theorem 3.2 “(iv)=(v)” in
[DS84]. Let t > 0. The inner regularity of m implies that there exists a compact Ky C U
with A\g(U \ Ko) < a; '27 e " [max,cp () max,ep ¥(z)] 71, which yields that

[ eterstwmidn) < max ple) m b (wm(U\ Ko) < e (3.7)
U\Ko zelU zeU 200

We deduce from e~ To(x) — Tip = [, Py, dy)oly) and pi(z, 2) < aup(@)o(=); 2,2 € Us
that

eo(r) < o) / e @m ) + /K P Aoty

(3.7)

< %e‘”tcp(x) + /Ko Py(z,dy)e(y)-

holds for all # € U. This and an analogous consideration with (P;) g+ result in

3@ < [ Plaae) md g < [ Reapew 69

for all x € U. Moreover, observe that the continuity and positivity on U x U and U, respec-
tively, of pi, ¢ and ¢ implies that F} : UxU — R, defined by Fy(z,y) = p(z, y)e(z) L (y) !
for all z,y € U, is continuous and positive on U x U, and thus x; := min, yex, Fr(z,y) > 0.
Now we infer from the Chapman-Kolmogorov equation that

Pi(ry) = / / P (2 ) 1, ) (0, )t (dv)
> [ e o o gm(dldo)

> /is/g/K PS/S(x,du)go(u)/ sy, dv)(v)

Ko

3.8) 1 2,
> R 35p(2) Y (y)

holds for all x,y € U and every s > 0, which yields the assertion with g3, := }l/is/ge_g”fs. 0
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The previous theorem will be of interest in particular in Chapter 4, where it is an indispens-
able tool for our considerations.

The following lemma will be very useful in order to prove intrinsic ultracontractivity.

Lemma 3.9 Lett > 0, and assume there exists a compact Ky C U and an oy, > 0 with
Pi(-,U) < ag i, Pp(, Ki). Then there exists some ke g, > 0 such that pi*(z,-) < kg r,0(2)
holds for all x € U and any m € M which satisfies that Pi(x,-) has a bounded m—density
P (x,-) for allz € U.

Proof At first note that e ¢ = Ty for all ¢ > 0 implies that

o@) = [ e eaidn) > [ peeadn) = mine) [ o)

holds for all x € U and any compact K C U, since €’ > 1. That is, for every x € U and
each compact K C U we have

/K PP, y)ha(dy) < Exola), (3.9)

where {x = [mingex @(y)] "

Put p; := max, , p%(x, y). Then we deduce by means of the Chapman—Kolmogorov equation
and (3.9) that

pi(ry) = / P (2, 2)Pls (2, y)Aa(d2)
U

IN

o / P (2, 2)ha(d2)
U

< ptat,Kt/ pijs(x, 2)Aa(dz) (3.10)
K
< prouk Sk ()

holds true for all z,y € U. With k; i, := praw k,&k, We thus have that p}*(z,-) < ki k,p(2)
forall x € U. O

Now we are in a position to prove a first equivalent characterisation of intrinsic ultracontrac-
tivity in case that Hypothesis (H1) is satisfied. The first direction is basically a corollary of
Theorem 3.8, whereas the converse direction follows from the previous lemma in conjunction
with Lemma 3.6.

Theorem 3.10 Presume that Hypothesis (H1) is satisfied, then the following properties are
equivalent:

(1) (P)yerz is intrinsically ultracontractive with respect to mo,

(i) Yt > 03K, CU, K; compact, 301k, > 0: P(-,U) < 01k, Pi(+, K3).
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Proof “(i) = (ii):” Let ¢t > 0 and choose some compact K C U. By Theorem 3.8 we
have that

Pyi(x,U) _ [ (@) (y)mo(dy) L [ () mo (dy)
Pt(xvK) N ﬁt fU QO(ZE) ( ))‘d<dy Bt fU y y)
“(ii) = (i):” Let t > 0. Then we infer from Lemma 3.9 that there exists some x; g, > 0

such that p;"(z,-) < k¢ k,(x) for all z € U. Now the Chapman-Kolmogorov equation and
the symmetry of p:/”; yield that

VeeU:

P (z,y) = / puy (2, 2)plomo(dz)
U

< runple) [ B molde)
U

< ki, mo(U)p(x)e(y)

holds true for all z,y € U. By means of Lemma 3.6 there exists some p > 0 such that
o(y) < py(y) for all y € U, which results in

Va,y € U:p/(z,y) < pkig,mo(U)p(x)v(y).
O

By means of the previous theorem we obtain further equivalent characterisations of intrinsic
ultracontractivity, which are given in the following theorem.

Theorem 3.11 Assume that there exists a measure m € M¢(U) which satisfies Hypothe-
sis (H1’). Then the following properties are equivalent:

(i) (Pt)temg is intrinsically ultracontractive with respect to m,

(i) Vs,t > 03 Yw,z,y,z€ U :

pil('r? y) S Oés7tps (w7y> ; (311)
pt (':Cv ) pg”(w,z)
(i) Yt > 03y > 0Vw,z,y € U :

Pi(x,0) ~ " Pi(w,U)
Proof “(i) = (ii):”

Let s,t > 0, then by means of Theorem 3.8 (Pt)teRg being intrinsically ultracontractive
implies that there exist as, oy, Bs, i > 0 such that Bsp(x)Y(y) < pP(x,y) < asp(z)(y),
Bro(x)(y) < pi*(z,y) < ayp(x)1(y) hold true for all x,y € U. Thus, we infer that

ps' (@, Yl (w, 2) _ ascap(@)d(y)p(w)d(z) _ asa
Pz, 2)pi(w,y) — Befrp(a)(2)e(w)(y)  Bsfy
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“(if) = (iii):”
Let s =t > 0. Since a4 := ay, in (3.11) does not depend on z € U, we obtain that

Vw,z,y € Urp?(fv,y)/pln(w,Z)m(dZ) < atp?‘(w,y)/pl”(%Z)m(dZL
U U

which is (3.12).

“(iii) == (i):” Fix some t > 0 as well as zy € U, and let a; > 0 be such that

(o, y) _ atp’t”(-,y)‘
Pt(xo,U) - Pt<,U)

holds true for all y € U. Hence
Py (%0,y) / P (5 y)
= Zmp(dy) < ——m(d
/K P, )" W) = By W)

Pt(aU) < Pt(x07U)
< ap——rrt
-Pt(aK) Pt(x(bK)
With g, k== a;Py(z0, U) Py(z9, K)™! this results in Bi(-,U) < 0., P(+, K), and thus Theo-
rem 3.10 yields the assertion. 0

which is equivalent to

Property (3.11) is referred to as parabolic boundary Harnack principle.
Now we present a sufficient condition for intrinsic ultracontractivity, which will be an indis-
pensable tool in order to prove the main result of this thesis.

Theorem 3.12 If Hypothesis (H1) is satisfied, then (Py),cpy+ is intrinsically ultracontractive
with respect to my if for each t > 0 there exist some compact Cy C U and a constant k¢, > 0
with

VeeCt: PH(1ee S tlru > 1) 2 ke,
where CE:= U\ C,.

Proof Fix some ¢ > 0 and let C; C U and k., > 0 be such that C} is compact and
Px(Tth < t, 7y > t)Py(z,U)"' > Ky, for all z € CP. In addition, choose some compact K,
with C; C K; C U and inf{||z — y|2 : € 9C},y € 0K} > 0.

Part I
We define the following .# X -stopping times:

o = inf{s e R} : X, € IK,},
= inf{s € R} : X, € 9C;},
v = inf{s€[(,00): X, € OK,} =(+ 000,

where 0; denotes a shift operator as in Definition 1.9.
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Observe that P*(t = 0) < P*(X; € 0K;) = 0 for all x € U, and thus 1<,y is continuous
P®-a.s. for every x € U. Hence we deduce from Theorem 2.26 that P{)(t < o) is continuous
on U. Similarly to the proof of Corollary 2.18 we infer from the Stroock-Varadhan Support
Theorem (cf. Theorem 2.17) that P*(t < o) > 0 for all x € 0C,. Furthermore, X (w) € 0C,
for all w € {¢ < oo}, and moreover OC; is compact. Therefore, we conclude that

e, = inf PX@(t<g)> min P*(t <o) > 0.

we{(<oo} x€0Cy

Now we deduce from the strong Markov property that

Py(z, K)Py(x,U)"" > PU(t € [¢,v]) Pz, U)7"

Pr{¢ <tyn{t <v})Pi(x,U)"

Ey (LgectyP*(t — ¢ < 00 0c|F)) Py, U) ™
E, (Lic<y PX(t < 0)) Pi(ar,U) ™!

e, P*(C < t)Py(a,U)™

AV AV AV |

nt,Ct l{/t70t

holds for all z € CF, since P*(¢ < t)Py(x,U)" = P*(7es < t,7y > t)Py(z,U) ™" holds true
for any x € C’E. With 0%[, Cy = M ét Ky, ét > ( this results in

Pt(ajj U) < O‘z{,CtPt<x7 Kt)

for all z € CE.
Part 11

The continuity and positivity of pi(-,-), t > 0, implies that P,(-, K}) is continuous and
positive, and hence mingee, Pr(z, K;y) > 0. Thus, for any ¢ > 0 there exists some aj¢, > 0
such that

Py(z,U) <max P(y,U) < oy, min Py(y, K;) < o, Pz, Ky)
yeCy T yeCy ’

holds true for all z € C,.
Part II1

For each t > 0 set ay ¢, := max(e] ,, af,). Then we infer from Part I and Part II that
Vt > O . Pt(', U) S at,CtPt('a Kt)7
and hence the assertion follows from Theorem 3.10. O

Note that we have shown the above characterisations of intrinsic ultracontractivity under
the assumption that Hypothesis (H1) is satisfied. In the following we will develop a tool
which enables us to deal with the case that Hypothesis (H2) is satisfied. To this end we
will consider the formal adjoint of T', which is defined as follows:
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Definition 3.13 If Hypothesis (H2) is satisfied, then the operator T* : C%(U) — Ck(U),
defined by

1< 92 d

0
T* = — —— (5 — —_— bz
for all f € C2%(U), is called the formal adjoint of T.

Lemma 3.14 Presume that Hypothesis (H2) is satisfied. Then T* is the restriction to

C2.(U) of the generator of the formal adjoint semigroup (Tt*)teRg, which in fact motivates
the name for that semigroup.

Proof Our procedure to prove the assertion is to give a characterisation of the generator
of (T, t*)teRg, and to show that this characterisation uniquely determines the generator on

C%(U). Then we will show that T satisfies this characterisation, and thus we will conclude
that 7™ is the restriction of the generator of (17),cp+ to C%(U).

Part I
We deduce from (3.5) that

VﬁgeC%UW%>0iAf@ﬁ10?—MMWMA®ﬂ=Zﬁ@%1@%4®f@ﬂwhl

Let 7" denote the generator of (Tt*)teRg' Then the aforementioned equality results in

Ajuﬁmmum>= i [ f@)n(Ts, — id)g(x)Aa(da)

n—oo U

= lim [ g(x)n(Ty, —id)f(z)A(dz) (3.13)

n—oo U

_ / 9(0)T f(x)Aa(dx)
U

for all f,g € C%(U).

Let B C U be compact. According to Lemma B.21 there exists a monotonically decreasing
sequence (fn)nen € C%(U) converging pointwise to 1 as n — oo, and thus we obtain by
the Dominated Convergence Theorem that

/B T'g(2)\g(da) = lim Ufn(ﬂi)T’g(x))\d(dx) O Y | g(2)Tf(x)Ma(d2)

n—00 n—oo Ju

holds true for all g € C%(U). Since T"g is continuous, this shows that 7" is uniquely defined
on C%(U) by (3.13).

Part II
In view of Part I we have to show that [, ¢7'f dA\g = [, fT*g d\q holds for all f, g € C%(U).

By the d—dimensional integration by parts formula we obtain that

1 < o L
Tfdxa = [ 5 iim—m—f dA bi——f dX
/Ug f A /U2Z,jzlga]8xiaxjf d+/U;g 8xif d
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d

L] e [

i=1
d

1 0? 0
= /Uéwzzl fm(aijg) dAq — /sz(?xi(big) dAqg

i=1

= / fT7g dA\q
U

holds true for all f,g € C%(U), which proves the assertion. Note that the d—dimensional
integration by parts formula requires a domain with piecewise smooth boundary. How-
ever, because f,g € C%(U), we can consider a sub-domain U’ C U with piecewise smooth
boundary and such that supp (f) Usupp (¢) C U’. Hence we can apply the d—dimensional
integration by parts formula, and thus we deduce that 7% = T", i.e., T* is the restriction to
C%(U) of the generator of the formal adjoint semigroup (T} )teIRJr O

Lemma 3.15 Presume that Hypothesis (H2) is satisfied, and let t > 0. Then there ezists
a function p; € Cy(U x U,R*) satisfying Ty | = [, pi(-9) f(y)Aa(dy) for every f € Cy(U),
and such that p,(x,y) = p(y,x) for all x,y € U.

Proof At first observe that

T*f

1 ? 9
= 52; Foan, @) - ;%<bif>

1 <& 5?2 0 0 0 d Bl )
“aZ (a2 o) [y ?] axiaxj%‘)‘;(bia—xif “Ign)

—_

- Ei “ax(?axjf ;b i{ Haif] (3:14)

d
_; Zf@a: 833]

Z]_

g SN 0
- 3 g - Z 255, ) o,

’L]— =1

0 1< 9
o, (b_528_>

holds true for all f € C%(U). Hence, Theorem 0.6 in §6 of the appendix of [Dyn6511] yields
that there exists a function p; € Cy(U x U,Ry) satisfying Ty f = [, p; (-, ) f(y)Aa(dy) for
every f € Cy(U). Let By, By € B(U) be compact. By Lemma B.21 there exist monotoni-
cally decreasing sequences (f,,)nen, (gn)nen € C%(U) converging pointwise to 1p, and 1g,,
respectively, as n — oo. In conjunction with (3.5) and the Dominated Convergence Theorem
our considerations above result in

/B/Bpt(a:,y))\d(dy))\d(d$) = lim lim Ufn($)7}gm(x))\d(dz)

m—0o0 N—00
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= lim lim [ g,(y)T; fu(y)Xa(dy)

m—0o0 N—00

= /32 /31 p; (y, 2) Aa(dx) Ag(dy)
_ /B | /B il M)l

Therefore, we conclude that p,(z,y) = p;(y, z) for all z,y € U. O
In particular, we had shown in the proof of the previous lemma that if Hypothesis (H2) is
satisfied, then

d

L1 02 ) ) 1<~ 0
T Y gt - z<b_za— >— Sl <b-226_)

i,j=1 i=1

holds for all f € C%(U). If Hypothesis (H2) is satisfied, then in view of the previous
equation we consider a linear operator T : C%-(U) — C(U) defined by

d

. o2 0
VP ECHU) TE =33 ap Z(b—za— >_

i,7=1 i=1 j=1

Since by Hypothesis (H2) the coefficients of T satisfy all the assumptions which we have
made in Section 3.1, we can follow the lines of our procedure in that section in order to
obtain that for any = € U the corresponding martingale problem has a unique solution P*

n (Q,.%). Furthermore, for any ¢ > 0 the measure P,(x, -) possesses a \g|y—density py(z, -),
with properties as in Theorem 3.1, where <Pt)teR§ denotes the sub-Markov semigroup of
transition kernels associated with P*. Moreover, as in Theorem 3.3 we deduce that there
exists a positive 4 and a positive ¢ € Cy(U) such that e "@(x) = [, P,(z,dy)@(y) for all
rxeU.

Definition 3.16 Let g € Cy(U). Then we define a family (Ttg>teRg of linear operators
T}Q . C()(U) — Co(U) by

Vt>0VfeCy(U)VeeU:T!f(x)=E, (exp [/ goXS/\(ds)] foXt) :
[0.]

According to Theorem 1 in Section 17 of Chapter 2 in [It604] we have that (T} )teRJr is a
semigroup, which we call the Kac semigroup with rate function g associated with (Tt)teRg
Furthermore, we denote by TY9 the generator of (Ttg)teRg.

Lemma 3.17 Let g € Cy(U). Then C%(U) C Drs, where Dyg denotes the domain of T9. In
addition, we have that T9f =T f+g- f for all f € C%(U), i.e., TIf(x) =T f(x)+g(x)f(z)
forallz € U.

Proof Confer Theorem 3 in Section 17 of Chapter 2 in [1t604]. O



3.2. INTRINSIC ULTRACONTRACTIVITY 63

Theorem 3.18 Presume that Hypothesis (H2) is satisfied. Let t > 0 and assume that
3K, CU, K, compact, Jayg, > 0: P(-,U) < ayi, Pi(-, Ky).
Then there exists some py i, such that p(-,y) < per,¥(y) holds for all y € U.

Proof
Part I

Choose some compact K; C U and Ky g, > 0 with
Vz eU: ﬁt(l', ) S /{t,Kt@(l’)' (315)

Note that such K; and kg, exist by an argument as in Lemma 3.9. Moreover, as in
Lemma 3.6 we deduce from Proposition 3 in [GQZS88| that there exist some &, > 0 such
that

B6(z) < ¥(x) and @(r) < a6(x) (3.16)
hold for all z € U.

Here we have utilised that by Hypothesis (H2) the coefficients of T satisfy all the assumptions
which we have made in Section 3.1. In particular, this ensures that an argument as in
Lemma 3.9 is applicable, and that the assumptions of Proposition 3 in [GQZS88]| are satisfied
if we consider 7.

Part 11

Choose some ¢y € RT with

d
0
COZ_iZlaZL’Z'

d
1 0
<bi 32 a7> !
J=1

i -a;; and %bi are bounded for all i, j € {1,...,d}. Furthermore, put

which exists since ~%—
O0x;0x;

d d
0 1 0
C .= E 69@ (bz‘ - 5 %CM]‘) + ¢ 2 0.

J

Consider the Kac semigroup (7;°),cp+ with rate function g := —cy associated with (75) cp+-
Then we infer that

/U PO y) f)aldy) = T f()

— oxp [_ /[O , co)\(ds)} /U Py(z,dy) f(y)
= e /U pe(2,y) f(y)Aa(dy)
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holds true for all x € U and every f € Cy(U). Let B C U be compact, and in the light of
Lemma B.21 let (f,)nen be a monotonically decreasing sequence in Cy(U), which converges
pointwise to 15 as n — oo. Then the Dominated Convergence Theorem yields that

Vt>0vVeeU: / O(z,y)\a(dy) = hm / (x,y) fu(y)Aa(dy)

—cot hm pt(x7 y)fn(y))\d<dy)

n—oo

- / P, y)Aa(dy),
B

= €

which shows that pi°(z,-) = e”®'p,(x, ) for all z € U. Denote the generator of (T5°) sers by

s

T. Analogously to (3.14) we obtain that 7*, the formal adjoint of T, is given on C%(U)

b
y L 92 d
Vf€0%<U>=TC°*f=§Z%mf—Z( Zf)‘ ) e

1,j=1 =1

We infer from Theorem 0.6 in §6 of the appendix of [Dyn65II] that there exists a function
P € Cy(U x U,RY) satisfying T f = [, pi®* (-, y) f(y)Aa(dy) for every f € Cy(U), and as
in the proof of Lemma 3.15 we deduce that

Vt>0VzeU:pi(z,) =pi° () = e 'p(-, ). (3.17)

Part III

Now observe that (75"),cp+ is the Kac semigroup with rate function —c associated with

(Ts)sem. Therefore, we conclude that

sty = 15w = [ e (— /[ ﬂcoxsxds))foxtﬁ(x,-)

< /U B, y) £ (9)Ma(dy)

holds for any z € U and all f € Cy. Analogously to above we infer that p;**(z,-) < p(z,-)
holds for all z € U and ¢ > 0, which by means of (3.15), (3.16) and (3.17) results in

pe(, ) = Pt (x, ) < e P, ) < Ky, €O P(1) K g, e S (1) < prre, BO(2) < prx, (),
where p; g, = Ky g, ae [ O

Now we are in a position to prove similar results as in Theorem 3.10, Theorem 3.11 and
Theorem 3.12 in the situation that Hypothesis (H2) is satisfied.

Theorem 3.19 Presume that Hypothesis (H2) is satisfied, then (Fy),eps is intrinsically
ultracontractive if for every t > 0 there exist some compact K; C U and some o, , > 0 with

Pt(7U) S Qt,KtPt('7Kt) and pt(vU) S Qt,KtE("Kt)' (318>
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Proof Let t > 0. We deduce from Lemma 3.9 and Theorem 3.18 in conjunction with the
Chapman-Kolmogorov equation that there exist some positive constants k; , and p; k, with

Ve,ye UVt >0:px,y) = / Pa(, 2)pra(2, ¥)Aa(dz) < ke g, pr e Aa(U) () (y).
U
O

Analogously to the proofs of Theorem 3.10 one can show that (3.18) holds true if Hypothe-
sis (H2) is satisfied and if (P);cp+ and (F),cps are intrinsically ultracontractive.

Theorem 3.20 Presume that Hypothesis (H2) is satisfied and consider

1) (P + and ]5t + are intrinsically ultracontractive,
teRy teRy Y

(i) Vs,t > 03 Vw,z,y,z€ U :

pe(,y) < Oésips(w,y) and th(x,y) < a&tzzs(ww) | (3.19)
pt(Q?,Z) ps(w72> pt(13az> ps(wa)
(i) YVt > 03y > 0Vw,z,y € U :
pe(z,y) pe(w,y) pe(z,y) pe(w,y)
<a and 2L < g BRI 3.20
B(z,0) = “P(w,0) A 0) = “Bw.0) (3:20)

(iv) (Pt)teRg is intrinsically ultracontractive.

Then the following implications hold true: (i) = (ii) = (ii1) = (iv).

Proof We can prove these assertions along the lines of the proof of Theorem 3.11 by
applying the methods of that proof to both semigroups (Pt)teRg and (Pt)tGRg, and by refering
to Theorem 3.19 instead of Theorem 3.10. 0J

Remark 3.21 Note that in contrast to Theorem 3.10 and Theorem 3.11 we do not obtain
equivalent characterisations of intrinsic ultracontractivity if “only” Hypothesis (H2) is satis-
fied, since we cannot show that (3.18) or (3.19) or (3.20) implies that (f’t)teRg is intrinsically
ultracontractive. O

Theorem 3.22 [f Hypothesis (H2) is satisfied, then (Pt)teRg is intrinsically ultracontractive
if for each t > 0 there exist some compact Cy C U and a constant k¢, > 0 such that

P(roe <tlry > 1) > ki, and  P*(ree <tlro > 1) > kig,

hold for all x € CE, where CE:= U\ C,.

Proof We can prove the assertion on the lines of the proof of Theorem 3.12 by applying the
methods developed in that proof to both semigroups (1),cp+ and (F)icp+, and by refering
to Theorem 3.19 instead of Theorem 3.10. 0J
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Definition 3.23 If f[o o] pe(z,y)A(dt) < oo for all x,y € U, then we call the function
G:U xU — Ry, defined by

V:c,yEU:G(:c,y):/ pola yIA(db),

[0,00]

the Green’s function for T on U.

Before we can proof our main theorem we will need some more auxiliary results, which we
will provide in the following lemmas.

Lemma 3.24 Let o > 0. Then there exists some € > 0 such that
[ el ) <a
B(z,e)

for all x € RY.

Proof Let x € R%. We describe y € B(0,¢) by d-dimensional spherical polar coordinates,

ie.,
Y1 = rcosb,
Yo = rsin#; cosb,
Yg—1 = rsinfy...sinf; o cosby 1
Yd = rsinf;...sinfy_osinf,_q,

where 61, ...,04_2 € [0,27], 841 € [0, 7] and r = |ly|]2 € [0,¢). This results in

/‘ e — gl “Na(dy)
B(z.)

[ sl aatay)
B(0,e)

d—1
/ / / —sin® 20, .. sin By oA (dr)A(d6y) ... A(dB, )
ox  Jo2m e lll

—
*
~

57?/ . / sin? 20, ...sin0y_oA(d6y) ... A(df,_s),
[0,27] [0,27]

which yields the assertion with

-1

e S 0671'71 |:/ ey / Sind72 91 ...sin ed_g/\<d91) Ce )\(ded_g)
[0,27] [0,27]

Note that above we have used the transformation formula in order to obtain (). O]
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Lemma 3.25 Let a > 0. Then there exists some compact K C U with
VeeU: / |z — ylls™Na(dy) < o
U\K

Proof In view of Lemma 3.24 we choose some & > 0 with fB(x o llz — yllsNa(dy) <271

for all z € U. In addition, for any x € U we denote the complement of B(x, ) by U\[\J~II2(x’ £).
Then we infer that

/ e — gl “Na(dy)
U\K

-/ o = vl hatdy) + [ o = gl raldy
(U\K)NB(z,¢) (U\K)mUﬁll2(x,a)

< % F el (U\ K)

holds true for all K C U and each x € U. Note that ||z —y||'™® < &'~ for all y € U‘EHQ(I, £),
because 1 —d < 0. By means of the regularity of A\; we can choose some compact K C U with
M(U\ K) < 27ae?!, which yields the assertion. In conclusion we would like to emphasise
that in our considerations above the radius € of B(x, ) does not depend on x € U. Therefore,
also the choice of K is independent of x. 0

Lemma 3.26 Let ty > 0, then there exists some py, such that
P(1y > t) > pe ()

holds true for all x € U and any t > to. If Hypothesis (H2) is satisfied, then there also
exists a py, with )
Ve e UVt>ty: PP(ty >t) > pre ().

Proof Confer (15) in Theorem 2 in [GQZSS]. O

For the time being, fix some ¢ > 0. We infer from (3.3) Theorem (ii) in [GW82] in conjunction
with the theorem in [HS82] that the Green’s function G for T" on U satisfies

G(z,y) < Ked()||lz — ylly™ (3.21)

for some x; > 0.

In view of Lemma 3.26 choose some p; such that P*(ry > t) > pie”(x) for all 2 € U, and
furthermore let oy < 27k, 1pte‘7t. In the light of Lemma 3.25 choose a compact C; C U
with

VzeCt: /CC lz — )i~ Na(dy) < oy, (3.22)

where C% := U\ C,
Applying the set—up just established, we obtain the following lemma:
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Lemma 3.27 Let z € CE and t > 0. Then
Em(TCE) < kil (),

where Teg = inf{t € Ry : X, ¢ C°Y. If Hypothesis (H2) is satisfied, then we also have

EI(TCE) < &yiyd(x), where E, denotes the expectation with respect to P*, and where &, and
k¢ are defined analogously to oy and kK.

Proof We have
¢ o ! [0,00) @ , t

t [0,00)
< / Py(z, COHN(dt) = / / pe(z, y) Aa(dy) A(dt)
[0,00) [0,00) /CF

(3.21)
= [, Gt < o) [ ol
Ct

(3.22)
< okd(T).

On the lines of our above considerations we obtain E’x(Tth) < aukyd () if Hypothesis (H2)
is satisfied. O]

Now we are ready to prove the main result of this thesis, which states that Hypothesis (H1)
or Hypothesis (H2) is sufficient in order that (1),cr+ is intrinsically ultracontractive with
respect to some inner regular finite measure on (U, Z(U)).

Theorem 3.28 If Hypothesis (H1) is satisfied, then (Pt)teRg is intrinsically ultracontractive
on U with respect to mg, and if Hypothesis (H2) is satisfied, then (Pt)teRg is intrinsically
ultracontractive on U [with respect to \g].

Proof Let t > 0. By Markov’s inequality and Lemma 3.27 we obtain that
T -1 -1 —t
P (Tth >t) <t Ex(TCE) <27 pe

for all z € CC. Since P*(ry > t) > pe"6(x) for all z € U, we infer that

P10 <ty > t) X P10 > t, 5 > t) . P*(1e >t) 1
t — 1 _ t -1 — t >
Px<TU>t) Pm(TU>t) Pm(TU>t) -2

holds true for all z € CC. If Hypothesis (H2) is satisfied, then the same method as above
yields that Pm(TCG < t, 7y > t)P*(ry > t)"' > 27! holds true for all € CE. By means of
Theorem 3.12 and Theorem 3.22 this yields the assertion. 0

Now we discuss briefly the differences between the main result in [KS06a] and our main
result. Kim and Song consider a bounded Lipschitz domain D C R? and an operator
L:C%(U) — Ck(U) whose principal part is in divergence form, i.e.,

d

VfeCLiRY:Lf == Zai {”a ]

lj*
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The main result in [KS06a] states that the corresponding semigroup of transition kernels is
intrinsically ultracontractive on D if (afj)i,jzl,,,,7d is symmetric as well as uniformly elliptic,
and al;, b} € Cp°(RY), where 97 /az; is bounded, for all ¢, j € {1,...,d}. Note that our result
cannot be compared directly with the result by by Kim and Song, because they do not prove
the existence of a positive continous A\4|p—density under their assumptions. Many of our
conditions on the coefficients as well as on the domain are necessary in order to obtain the
function p(,(+,-) in Theorem 3.1, which is crucial for our considerations. Furthermore, Kim
and Song consider semigroups of transition operators on .£1(D, A\y|p), whereas we consider
semigroups of transition operators on Cy(U), i.e., they consider a different situation than
we do. In particular, this enables them to apply Jentzsch’s theorem in order to obtain a
positive normalised eigenfunction corresponding to the principal eigenvalue, whereas we refer
to Theorem 5.5 and Theorem 6.1 in Chapter 3 in [Pin95] for this purpose. That we use the
results by Pinsky is one reason why we cannot consider more general domains. However,
our method has the virtue that the diffusion and drift coefficients do not have to consist
of C*(U)-functions, i.e., in this respect our main result is stronger than the main result
in [KS06a]. Here we would like to point out that when comparing the assumptions on the
coefficients one has to bear in mind that our operator 7" is given in nondivergence form,
whereas Kim and Song consider an operator whose principal part is in divergence form.
Finally, the method used by Kim and Song in [KS06a] is totally different from our approach,

and thus our work adds a new approach to tackle the question of intrinsic ultracontractivity.

At the end of this chapter we would like to discuss briefly the assumptions on the domain and
on the diffusion and drift coefficients of T'. As we have seen in the previous chapter, we don’t
need such strong assumptions in order to obtain a diffusion. However, we need the conditions
on the coefficients in order that we can use the results from [Dyn6511], [Pin95], [GQZ88],
[HS82] as well as [Aro67]. The respective results are indispensable for our considerations,
and hence we cannot relax the conditions on the coefficients. Note that the restriction that
U is a bounded C?'-domain is necessary in order that we can apply Theorem 0.6 in the
appendix of [Dyn65I1], which requires a bounded C'?~domain for some § > 0, and that we
can utilise the theorem in [HS82], which presumes a C'''~domain, as well as Theorem 5.5
and Theorem 6.1 in Chapter 3 in [Pin95], which require a C??~domain for some 6 > 0.






Chapter 4

Uniform Conditional Ergodicity

The purpose of this chapter is to examine the significance of intrinsic ultracontractivity in
stochastics. We will start with a brief outline of the theoretical background in order to point
out the main underlying issues.

For the time being, consider a Markov semigroup (P/ )teRg of kernels on some measurable
space (E,&). Then a probability measure v on (E, &) is called stationary distribution if

Vt>0VB Gca@:/Eu(dx)Pt’(aj,B) = v(B).

We say that (P )teRg is ergodic if there exists a probability measure p on (E, &) with
Ve e EYBe€ & : P/(x,B) — u(B) as t — oo.

One can show that for any ergodic process the limit distribution p is a stationary distribution.
By applying the Dominated Convergence Theorem we obtain that an ergodic stochastic
process has a unique stationary distribution, namely the limit distribution g, since

v(B) = lim [ v(dz)P/(z, B) %" /E v(dw) lim P{(x, B) = / v(dz)u(B) = pu(B)

t—o0 E E
for each B € & and every stationary distribution v on &.

Now we will consider the conditional case. To this end let (P} )teRg be a sub-Markov semi-
group of kernels on some measurable space (E,&). Then we call a probability measure v on
(E, &) quasi-stationary distribution if

Pi(z, B)

,fE’/(dx) B
Vi>0VBed&: [ v(de)Pi(x, B) =v(B),

Moreover, (P} )teRg is referred to as conditionally ergodic if there exists a probability
measure p on (E, &) with

Bz, B)

EVBeG&:
Vee EVB € Pi(s, B)

— u(B) as t — 0. (4.1)
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As in the ergodic case one can show that the limit distribution u for a conditionally ergodic
semigroup is a quasi-stationary distribution. However, the main difference between the
ergodic case and the conditionally ergodic case is that now the quasi—stationary distribution
is not necessarily unique anymore. Indeed, S. Karlin, J. L. McGregor and E. van Doorn have
given an example of a birth—death process on Ny U {—1} with absorption at —1 and linear
birth rates b, and death rates d,,, given by

VneNy: b,=(Mn+1)g and d, = (n+1)cq,

where 0 < ¢, < ¢4, whose corresponding semigroup of transition kernels is conditionally
ergodic but has a one—parametric family of quasi—stationary distributions. This example
has been considered in [Sch03].

The possible non—uniqueness of a quasi—stationary distribution leads to the question under
which assumptions does a unique quasi-stationary distribution exist. It will turn out that
this is the case if the convergence in (4.1) is uniform in # € E and B € &, i.e., if (P));cp+
is uniformly conditionally ergodic. Thus, the question is: When is the convergence
in (4.1) uniform in z € E and B € &7 The aim of this chapter is to show how intrinsic
ultracontractivity is related to this question.

Now we revert to the set—up of the previous chapter, which is a special case of the more
general theoretical background related to the conditional case outlined above. Recall that
U C R? is a bounded C*'-domain, and that the diffusion semigroup (Pt)teRgL is a sub—
Markov semigroup on (U, &(U)). This chapter is devoted to proving the following theorem,
which states that intrinsic ultracontractivity implies uniqueness of the quasi—stationary dis-
tribution. We will prove this theorem by showing that intrinsic ultracontractivity implies
that (Pt)teRg is uniformly conditionally ergodic.

Theorem 4.1 If (Pt)teRg 15 intrinsically ultracontractive, then we have

P,(x, B)

t\+4)

- V(B)’ = 5"/0671%02

where v € P(U) is defined by v(B) = [ d\q for all B € B(U). Moreover, v is the unique
quasi-stationary distribution on (U, B(U)).

Before we prove Theorem 4.1 we will provide some lemmas, which we will utilise in the proof.

Lemma 4.2 If the diffusion is uniformly conditionally ergodic, i.e., if there exists a proba-
bility measure pn on (U, B(U)) such that

WG (4.2

uniformly in x € U and B € B(U) as t — oo, then the limit distribution p is the unique
quasi-stationary distribution on (U, B(U)).
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Proof Let ¢ > 0, and in view of the uniformity of the convergence in (4.2) choose some
te > 0 with

P(ﬂf,)
— < e.
VeeU: ‘Pte(:vU) ,u‘_e

Let v be some quasi-stationary distribution on #(U), then

[y v(de) (B2 — u(B)) P (2, U)|
Jyv(dx) P, (2,0)

f v(dz) P (z,0)
<
- Jyv(dx)P, (z,U)
< ¢

Petel — u(B)| Pu (2, U)

holds true for all B € Z(U). Since € > 0 was chosen arbitrarily, this yields the assertion. [J

Lemma 4.3 If (Pt)teRg 18 intrinsically ultracontractive, then we have

e ()

Vs>0dps>0,0>0Vt>sVaxelU:p, <
S 1% 0 SVZX 1% Pt(I,U)

< 0s-

Proof We have

VEs 0Va € U e y(z) = / Py, dy)o(y) < [lollo P, U),
U

which gives an upper bound. By means of Theorem 3.8 (cf. the proof of “(i) = (ii)” in
Theorem 3.10) the intrinsic ultracontractivity of (F;),cps yields

Vs>03 K, CU, K compact, 3k, g, > 0V € U : Py(x, Ky) > ks i, Ps(2,U).

Moreover, in conjunction with the Chapman—Kolmogorov Equation this results in

Pz, K,) = / Py (z,dy)Ps(y, Ks) > HS,KS/ P_s(x,dy)Ps(y,U) = ks k,Pi(x,U).
U U

holds true for all 0 < s < t and any x € U. Now, we obtain a lower bound, because

e“’tgo(x):/UPt(x,dy)go(y) > /KPt(w,dy)sD(y)

> min o(y)P(z, Ks) > min p(y)ke x, Pz, U).

T yeKs yeKs

holds for all 0 < s <t and any x € U. O

Until the end of this chapter we fix some arbitrary ¢, > 0.
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Lemma 4.4 Let B € A(U). If (Pt)teRg is intrinsically ultracontractive, then we have

fU\B Py (z, dz)Ps(2,U) fB Py (y, dz)Ps(z,U)

Vso>0dn, >0Vs>sgVa,yeU: > Msgs
R e Pryrs(@.0) Pryaly.U) o
where 1y, does not depend on B.
Proof Let sy > 0, then we infer from the previous lemma and Theorem 3.8 that
fU\B Pto(aja dZ)PS<Z> U) X fB Pto(y, dZ)PS<Z, U)
PtoJrS(xa U) PlfoJrS (ya U)
T.3.8 6_7(t0+s)<,0(:17)
> B ettt —— T8 P(z, U)yY(2)Ag(dz
fo f)to—l—s(xa U) U\B ( ) ( ) ( )
()
+3 em—e“/ P, (2, U)(2)Ag(dz
C R A PR
L43
Z ﬁtoe’Ytopt0+80/ e’YSTs*w d>\d
U
Z Btoevtopto+80 / w d)\d = 7730
U
holds for all s > s¢. O
Lemma 4.5 If (Pt)teRg 18 intrinsically ultracontractive, then we have
P(z,B) Py, B) 0yt
04,0, >0Vt >ty : su - < g e Vot
for o ° x,yeU,BIe)ga(U) Pt(% U) Pt(% U) 0
Proof Define a signed measure Q7Y on A(U) by
P (x,d2)Py(z,U P, (y,dz)Ps(z, U
vB e BW);: gu(p) = e Tl @ DPLED) Jp oy, APz U)
Pto—&-s(xa U) Pto+8(y> U)
The Chapman—-Kolmogorov Equation yields that
P S 9 P S )
Qiy(U> _ Lot (ZE U) to+ (y U) —0. (43)

B Pt0+s('r7 U) - Pto-i—s(yJ U)

Moreover, we infer from Lemma 4.4 that

fU\B Py (x,dz)Ps(2,U) B [ Pio(y, dz) Py(2,U)
Pt0+s (:Ev U) Pto-i-s (y’ U)

holds for all z,y € U, every B € B(U), any so > 0 and each s > s9. We conclude that

Q(B) =1- < 1 =15

Vsg>0Vs>sg: sup Q¥ (B)| <1—mns =&, <1. (4.4)
@,yeU,BeB(U)
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The following idea goes back to J. L. Doob. Let B € Z(U) and consider f,g : Rt — R,
defined by

. P(B)
and - g(t) =il 50T

Note that f is monotonically decreasing and ¢ is monotonically increasing. Consequently,
h:RT — RJ, defined by

Vt>0: f(t):=sup

o= - 2283

is monotonically decreasing. Now consider the Hahn dethesis of U with respect to Q¥Y, i.e.,
U=UtUU", where Q¥(U") >0, QWU")<0and UTUU~ = (). Note that U~ = -U™.
We infer from the Chapman-Kolmogorov Equation that

B) o Pto-l—s(ya B)
Pto-i-S(x) U) Rfo+s(y7 U)

_ /PS(Z,B) P(z,U)P,,(z,dz) _/ Py(z,B) Py(z,U)P,(y,dz)
U PS<Z7 U) Pto-&-s(l‘7 U) U Ps(za U) Pto+s(y7 U)

B Py(z, B) ”

- [ Fomera

< fERUT) + ()R (UT)

2 (s

< ke,

holds true for all z,y € U, every so > 0 and any s > sg. Therefore, h(tg+s) < h(s)&,. Note
that (%) holds true, because, by (4.3), Q¥ (U™) + QW (U~) = Q¥(U) = 0. With so = to we
infer

Vn € N: h(nto) <& h(tg) < &8
Now let t > tg and choose n; € N such that nity < t < (n; + 1)to, then t/sp — 2 < n; — 1.
Thus, since h is monotonically decreasing and &, < 1, we deduce

h(t) < h(ngto) < €11 < €26,

With &;, := &, and 9y, := —(ln(ftloto), this yields the assertion.
U

Lemma 4.6 If (Pt)tE]Rar is intrinsically ultracontractive, then the diffusion is conditionally
ergodic with limit distribution p € P(U). Moreover,

P(x,-)

Hétoaﬁto >0Vt2t0Vm€ U: Pt(l',U) — U

‘ S 5t0€_ﬂt0t7

which in particular yields that the diffusion is in fact uniformly conditionally ergodic.
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Proof We infer from the Chapman—Kolmogorov Equation and Lemma 4.5 that there exist
dty, Uy, > 0 such that
Jy Plw.dy) Py, B) = 55wy Jy Pila. dy) Py, U)

Ps+t (l‘7 U)

Pt—l—s(‘ra B) . Pt(x’ B) '
Pys(x,U)  Pyzx,U)

Jy | ey — 2B P, ay) Pyly, U)
o Pt+s<x7 U)

L.4.5
—O¢4t
S 6t06 0

holds true for all ¢ > ¢, z,y € U and B € AB(U), which shows that P,(z, B)P;(z,U)™*
Cauchy convergent as t — oco. Since Ry is complete, we deduce that there exists a measure
p: BU) — RS with

Fy(x, B)

B AN )
VBe AU): t—»I?oPt(x )

= w(B).

Now, our above considerations result in

P(I7> ‘ Pt(xf) Pt—l—s(x?') ‘ ’ Pt-l—S(x?') ’
Vs, t>0VxeU: — —
Pz, U) " Pi(2,U)  Pis(@,U)| " | Paal,U)
(4.5) B Pro(z,-)
< 5 e Vet t+s\4y o
to€ + Pt_l,_s(x, U) )
which yields the assertion, because | P (, ) Pyys(z,U)™ — pu| — 0 as s — oo. O

Now we are in a position to reap the fruits of our work, because the previous lemmas enable
us to prove Theorem 4.1. Because we have already done all the hard work in the preparations
above, the proof of Theorem 4.1 is rather short.

Proof of Theorem 4.1 In view of Lemma 4.2 and Lemma 4.6 it only remains to show that
v is quasi-stationary. Recall that [, p(-,y)¥ dAg = Ty (y) = e "4 (y) for all y € U. Thus,

/ v(dz)Py(x, B) //pt z, Y)Y () Ag(dy) Ag(dx) =€ 7t/ Y d\g = e "'v(B)

holds true for every B € Z(U). Analogously we obtain by means of the normalisation of
(cf. Theorem 3.3) that [, v(dz)Pi(z,U) = e " [, 1) dAg = e . It follows that

fU v(dz)Py(z, B)
fU v(dx)Py(x,U)

VB e AU = v(B),

which shows that v is quasi—stationary. O

In conclusion we would like to point out that in Theorem 5 in [GQZ88] Gong, Qian and
Zhao have shown that under our assumptions on U and 7' the semigroup (Qt)teRg, defined
by

et pt(x ) y)

Vi>0Ve,y€eU: Qr,y) = (@)
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is uniformly ergodic. This result does not depend on intrinsic ultracontractivity. In fact,
their paper [GQZ88] does not deal with intrinsic ultracontractivity at all. That (Qt)teRg is
uniformly ergodic under the assumption of intrinsic ultracontractivity was shown by Kim
and Song in Theorem 2.5 in [KS06a].






Appendix A

Definitions

In this appendix we will compile a few definitions which may be helpful for readers who
are not familiar with the concepts utilised in this thesis. Throughout this appendix let
(E, B(F)) be a measurable space, where (F,7) is a Polish space and Z(F) := o(7).

Definition A.1 Let X = (Xt)te]Ra' be a family of random wvariables on some measurable
space (€2, F) with values in (E,%(E)). Let (P”),epr) be a family of probability measures
on (Q,.F). For any v € P(E) let 0(X), denote the completion of o(X) with respect to
Pv. We denote by N, the set of all P*—null sets in o(X), and for every t € RY we put
Fp = FXVN,. Now we obtain a complete filtration 4% = (%X)tem, defined by

VteR] 9~ = ﬂ F,

veP(E)
which we call the completion of #X. Moreover, if X is right-continuous, then 4% can be
shown to be right—continuous (cf. (2.10) Proposition in Chapter III in [RY99]), and in this
case we call it the complete right—continuous filtration generated by X.

Definition A.2 Letd € N and o := (o, ..., aq)T € NI be a multi-inder. For any x € R?

we put
d d
o R a L (%)
la] = g a;, al:= Hai!, = sz :
i=1 i=1 ;

Now for an arbitaray vector space X we define an d—dimensional polynomial ¢ : R? — X
with degree k € N by

Ve eRY: o(x) = Z %,

ala|<k

where a, € X for any multi-index o with |o| < k and a, # 0 for some multi-index o
with || = k. If X = R, then we will write a,z® instead of x®an. Furthermore, for any
f € C°(RY) we define the d—dimensional Taylor series of f at zo € R™ by

Ve eRY: f(z) = Z —Daﬁxo) (x — x0)®

«
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A.1 Kernels

Definition A.3 Let (U, %) and (V, V) be measurable spaces. A function pn: U x ¥V — RY
is called a (Markov) kernel from (U, %) to (V, V) if

(i) p(u,-) is a (probability) measure on V" for all u € U,
(i) (-, B) is % -B(RY)-measurable for all B € V.

A (Markov) kernel from (U, %) to (U, %) is said to be a (Markov) kernel on (U, % ). Fur-
thermore, we call a kernel pn: U x ¥ — [0, 1] sub—Markov kernel.

Definition A.4 Let (U, %), (V,?) and (W, #") be measurable spaces. Furthermore, let u
be a kernel from (U, %) to (V, V) and v a kernel from (V,¥") to (W, #"). Then we call the
kernel o v from (U, %) to (W, %), defined by

VueUVBeW :pov(u,B) = / p(u, dv)v(v, B),
v

the composition of p and v.

Definition A.5 Let (U, %), (V,?) and (W, #") be measurable spaces. Furthermore, let v
be a kernel from (U, %) to (V,?V) and p a kernel from (V, V) to (W, #'). Then the kernel
v from (U, U) to(VXW, ¥ W), defined by

VeeUVAeVVBeW v@ux,Ax B) = / v(z, dy)u(y, B),
A

15 called the product of v and p.

Definition A.6 Let (U, %) and (V, ") be measurable spaces. Furthermore, let v be a mea-
sure on (U, %) and p a kernel from (U, %) to (V,?'). Then we call the measure v @ pu on
(UxV,% @7V), defined by

VAE%VB67/:u®u(AxB):/V(dx)/L(:c,B),
A

the product of v and p. Furthermore, we will use the following simplification:
VBe? :v@uB) =v®ukE x B).

Definition A.7 We say a family (,ut)teRar of kernels on (E, B(F)) satisfies the Chapman—
Kolmogorov equation if

\V/S,t € RS_VB € %(E> : ,Us—&—t(xa B) = / MS(J:? dy):ut(y7B)
E
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A.2 Semigroup Theory

Definition A.8 Let (S,%*) be any pair where x : S x S — S is a binary operation on
S, and S is a nonempty set containing an identity element, id, with respect to x, i.e.,

Axid =id x A= A for all A € S. For any family (At)teRg C S the pair ((At)teRg, *) is
called a semigroup if Ay =id and

Vs,t € Rg : As+t :AS*At-

Definition A.9 A semigroup (T}),cps of B(E)-valued positive contraction operators on
some domain Co(E) C D C B(E) is called a Feller semigroup on D if
(ii))VfeDVee E:T,f(x) — f(x) ast | 0.

Definition A.10 Let (Tt)teR(J)r be a Feller semigroup on Co(E). For any o > 0 we call the
Co(E)~valued operator R, on Cy(E), defined by

VfeCyE)Vr e E:R,f(x) = / e T f(z)M(dt).
Rg
the resolvent of (Tt)teRO*-

In addition, we call the operator T : D — Cy(E), given by R;' = a-id — T on D for all
a > 0, the generator of (Tt)teRg- Here D, given by D = R,Co(E) for some o > 0, denotes

the domain of T'. Note that, by Theorem 17.4 in [Kal01] such an operator ezists and D does
not depend on o > 0.

Definition A.11 Let T be a B(E)-valued linear operator with domain D C B(E). We say
that T satisfies the positive maximum principle if

[feDzeE: fT< flz)] = [Tf(z) <0






Appendix B

Useful Results

In this appendix we will present a few results to which we refer throughout this thesis, but
which are not directly relevant for our method. Many results will not be proven, but for
each result we give a reference where the respective proof can be found in the literature.

B.1 Stopping Times

Let (€2,.#) be some measurable space and let & := (4),cg+ be a filtration on (©2,.7). In
this section we won’t go into detail. The motivation for including this section is merely to
clarify the notion of stopping times.

Definition B.1 A ¢-%(R{)-measurable random variable 7 : Q — Ry is referred to as
¢ -stopping time if
VieR) :{r <t} €%,

Definition B.2 For a & -stopping time T,
G ={AeF An{r <t} e4Vte RS}
1s said to be the c—algebra of the T—past.

Lemma B.3 For any ¢ —stopping time 7 we have that

(i) 9. is a o-algebra.
(i) T is 4.-B(RS)-measurable.
(iii) 4. =%, fort € R{ with 7 =1t.

Proof LetteR{.

(i) Qe ¥, since QN{r <t} ={r <t} €¥9,.
Let Ac 9, Then AN{r <t} =(Au{r <t} = (An{r<tHu{r <t} ew,.
Let Ay, As, ... €%, Then {7 <t} NU,cn An = Upen(An N {7 < t}) € 9.
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(i) We have to show that {Tr < a} N{r <t} € % for all @ € R,t € R{. Firstly assume
that ¢t < «. Then
{r<a}ln{r<t}={r <t} e¥9,

since 7 is a ¥—stopping time. Conversely presume that a < t. Then
{r<ain{r<t}={r<a}e¥9% CY%.
(iii) It is easy to see that
4% C Y,
and thus we only have to show that 4, C 4,. Let t e R, 7=t and A € 4,. Then

A=An{r <t} e¥%.

B.2 Markov Processes

Markov processes play a crucial role troughout this thesis. Firstly because diffusion processes
are examples of Markov processes, and secondly because we deal with more general Markov
processes in Chapter 1 in order to develop Feller diffusions. However, many results, which
are helpful but not directly related to our proceeding in Chapter 1, will be presented here,
in order to focus on the main ideas in Chapter 1.

Throughout this section let (£, Z(F)) be a measurable space, where (E,T) is a Polish space
and B(E) :=0o(T).

B.2.1 Construction of Canonical Markov Processes

In Chapter 1 we provide the main concepts relating to the theory of Markov processes. Our
approach in Chapter 1 is to start with a Markov semigroup and to construct a corresponding
Markov process. The construction of canonical Markov processes, associated with Markov
semigroups, via Kolmogorov’s extension theorem is standard in the literature, but since
our considerations rest upon this construction, we will provide a brief presentation of that
approach.

Definition B.4 Let ¢ = (%)teRg be a filtration on some probability space (0, %, P), and
let X := (Xi)ieps be a G—adapted E—valued stochastic process. We say that (X,¥) is a

(i) Markov process if
VB e BE)s, teR,s<t:P(X;eB|Y%)=P(X, € B|X,) P-as. (B.1)

(i1) strong Markov process if

VB e BENTES;(PYNtERS : P(X,1y € B|%,) = P(X,, € BIX,) P-as..
(B.2)
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If (B.1) [resp. (B.2)] holds and if 4 is the natural filtration with respect to X, then we may
simply say X is a [strong] Markov process and omit mentioning the filtration.

Let v be a measure on ( B(E)), and let (kt)ieps be a semigroup of kernels on (£, B(E)).
For every J = (t1,...,t,) € H(R{) we define a measure p; on (E"™, Z(E")) by

/,LJ =Vr ® /’Ltl ® ,LLtQ—tl ® e ® /"Ltn_tnfl' (B3)
Then we have that

wy(B) = / o / v(dxo)pe, (xo, dzy) - o g, —¢,, (Tn—1, dzy) 1 (20, . . ., xy)
E E

n—+1 times

holds for all B € Z(E™*1).

Definition B.5 For any J, K € H(R{),J C K, we define the projection 7,5 : EX — E/
by
V(z:)icx € EX : Tk ((Ti)iex) = (Ti)ies,

and for every J € H(R) we obtain the projection 7, : E® — E7 by
¥ (@0)iens € EX ms((20)1ems) = (@i)ies
In case that J = {t} for some t € Ry we will also write m; instead of wy.
Definition B.6 A family (1) jeprs) of probability measures p; on (E7, B(E’)) is called
projective if

VJ,KEH(RS“),JQK:uKowi}(:uJ.

Theorem B.7 Let v be a probability measure on some probability space (2,.%) and let
(Pt)teRO* be a Markov semigroup on (E,#B(E)). The family (/JLJ)JEH(RE)F) of probability mea-
sures on (E"T1, B(E™)) defined by (B.3) is projective.

Proof Let J:={t; < ... <tpu}, K := (t1,... . t;,t,tjs1,...,tm) € H(RF). We show that
L © 71';% = 117, which proves the assertion. Let By, ..., B,, € Z(F), then

;LKOW;}((BOX...XB )
= pur(Box...xB;j x ExBji1...%x By)

[f

v(dxo) Py, (w0, dxy) ... By (w5, d2) Py (2, dxjin) o Prty oy (T, A7)

) / / / V(d-xO)ptl(xO;dxl)-'-Ptj+1—tj($j;dxj+1)---Ptm—tm_l(-xm—l,dmm)
m J+1 By

= V®-Ptl®Pt2—t1®--‘®Ptm—tm,1(BOX---XBm)

—~
*
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= [,LJ(B()X...XBm),

where (%) holds, since we have by the Chapman-Kolmogorov equation that
/ Pt—tj (ZL']‘, dZL‘)Pthrl_t(ZL‘, dxj-‘rl) = Ptj+1_tj (xj> dxj-‘rl)'
E

Now we obtain that px o ﬂj}( = 1. 0

Theorem B.8 (Kolmogorov’s Extension Theorem) Let (E, Z(FE)) be a Polish space.
For any projective family (MJ)JeH(R(J)r) of probability measures on (E7, B(E”)) there exists a
uniquely defined probability measure P on (ERSr, QF(ERJ)) such that P on;' = py for all
J € H(RY).

Proof See 1.1.10 Theorem in [SVT79]. O

Theorem B.9 Let (Pt)teRg be a Markov semigroup on (E, B(E)), let v € P(E) and let

e ER — E, t € RY, be the projection as in Definition B.5. Then there exists a uniquely
defined probability measure P* on (Q,.F) := (E® , 2 (E®)) such that the finite dimensional
distributions of the coordinate mapping process (Xt>teRg on (Q,.F,PY), defined by X; := my,
are given by

Pl X)) = VO P, ® Py ®...Q Py,

for each (ty,...,t,) € H(RY).

Proof For any J = (t1,...,t,) € H(R{) consider iy = v Q@ P, @ Py, @ ...Q Py, 4. ..
Then Theorem B.7 yields that (p ) JEH(ERD) is a projective family of probability measures,
and the assertion follows from Kolmogorov’s extension theorem (cf. Theorem B.8). O

The following theorem shows that the stochastic process which we have considered in the
previous theorem turns out to be a Markov process. We give a proof which is more circuitous
than necessary in order to prove the theorem itself, for that we prove an assertion for all
n € N which in fact, for the time being, we only need to show for n = 1. The reason is that
later on we will need the result for all n € N, and thus we do it in more detail now and we
will refer to this proof again at a later point of time.

Theorem B.10 Let (P}),cps be a Markov semigroup on (E,B(E)), let v € P(E) and let

(€, F,P") as well as X := (Xi),eps be as in Theorem B.9. Furthermore, let (F),cps be
the natural filtration with respect to X. Then X is a Markov process with respect to P”.

Proof For any J = (t1,...,t,) € H(R{) choose some ty, < t;. Firstly, we want to show
that

PV<(7TJ (@) X>_1(Bl, e 7Bn>|ﬁto) = Ptl—t() ® e ® Ptn—tn_l(Xt07B1 X ... X Bn) PV*a.S.

holds for all By, ..., B, € Z(F). To this end observe that P, ;®...® P, 4 (X, B1 X
. X Bp) is Zy,—%(|0, 1])-measurable, and note that for every s € R{ the o—algebra %, is
generated by

ggto = {{Xt,m - B_m, . ,Xt71 < B_l} .
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mEN,0<t < ...<ty<ty,B;€BE),j=1t ... .t}

which contains €2 and is closed under the formation of finite intersections. Thus, we have to
show that

/C;]I(WJOX)l(Bl ..... Bn) dP" = /C;Ptl_to X...Q Ptn_tn—l(XtO’ By x ... X Bn) dP” <B4)

holds for all G € G<y,. Let G ={X;_, € B_n,..., X;_, € B_1, X}, € By} € G4, then

= Pk, (B_m X By x...x By)

----------

th -
= / / / dLU m Pt m4+1—t—m (LU m,dl’ m+1) Ptnftn 1<xn 1,d$n)
—m+1 —

= / / / v(de_m)Pr =t (T, AT pi1)
By —m+1 —m

.. PtO,t_l(l',l, dl’o)Ptl,tO R...& Ptn,tn_l(l'o, Bl X ... X Bn)

= / P 4®...0 P, 4 (X3,B1%x...xB,)dP".
G

Therefore, (B.4) holds true. Moreover, since o(Xy,) C %, we infer from P, _; ® ... ®
P, 4, (X4, B1 X ... x By) being o(Xy,)—#(]0, 1])-measurable that

PV((WJOX)71<B1,...,Bn)’yto) = Ptlfto®--~®Ptn7tn,1(Xto7B1 X ... X Bn) PV*a.S.
= P'((mjo X)) YBy,...,By)|X,,) P'as. (B.5)

For n = 1 this yields (B.1). O

Utilising the denotations as above, we call (X, P”) the canonical Markov process with
respect to (F;),cp+ and with initial distribution v € P(E) (cf. Definition 1.6).

B.2.2 Results relating to Canonical Markov Processes

For the remainder of this section let (F),cp+ be a Markov semigroup on (E, #(E)), and for
any v € P(E) let (X, P") be the canonical Markov process on (Q,.%) := (E% , 2 (E®0))
with respect to (P);cp+ and with initial distribution ». In addition, let ZF< and the filtration

(ﬁt)teRoJr be as in Definition 1.2. The aim of this subsection is to derive a few properties of
canonical Markov processes which are utilised throughout this thesis.

Remark B.11 Forallz € E,n €N, t1,...,t, € R} and A, By, ..., B, € #(FE) we have

Py ox, (AXBix...xB,) = 6,0F,®...0 P, (AX B X...XB,)

~~~~~~
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= /5w(dz)Ptl®...®Ptn(z,Bl><...><Bn)
A
= Pt1®...®Ptn($,B1X...XBH)]].A(.T).
O

Lemma B.12 Let P and Q be finite measures on some measurable space (), .%). Further-
more, let A C F be closed under the formation of finite intersections, and presume that

P=@Q on AU{Q}. Then P =Q on o(A).

Proof See Theorem 3.3 in [Bil95]. There the assertion is shown for probability measures.

However, the proof of Theorem 3.3 in [Bil95] can be extended to the assertion of Lemma B.12.
O

For any ¢t € R} we define
Gor = {{Xn €Bi,....,X,, €B,} neNt<t <.. <t,BeBE),j=1,.. . n}

Lemma B.13 For fized v € P(E), the property (B.1), with P substituted for P, is equiv-
alent to any of the following statements:

VieRIVAe€ FL: PY(AlF) = PY(AlX,) P'-as., (B.6)

VneNVBy,...,B, € B(E)Vs1,...,8,,t€R]: (B.7)
PO X By, Xo B = PY(XCBY), . X (By) Pr-as.

VAco(X)Vte RS : PY(07 (A)| %) = P*(A) P"-a.s., (B.8)

VY € B(Q,0(X))Vt eRY : E,(Y 0 0;| %) = Ex,(Y) P"-a.s.. (B.9)

Proof “(B.1) = (B.6):” Let t € Rj. According to (B.5) we have P*(G|.%;) = P"(G|X;)
PV—a.s. for all G € G>;. Hence the assertion follows from Lemma B.12.

“(B.6) = (B.7)” Let n €N, By,...,B, € B(E) and sy, ...,s,,t € Ri. Firstly, note that
PX( Xy, . X )M By x...xB,)) = P,®...QP, (X;,B) x...xB,)
B.5 _
D P (Xes e X vt) " M(B1 X ... x B)|X))

holds true P”-a.s.. Furthermore,

0, 0 ( Xy, ., X)) M(Bix ... xBy) = ((Xg,...,Xs,)00,) (B x...xB,)
= (Xejqts s Xot) H(By X ... x By)
e 72,

and thus (B.6) yields the assertion.
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“(B.7) = (B.8):” Let A € o(X) and ¢t € RJ. Analoguously to above we infer from (B.7)
that PXt(G) = PY(0; *(G)|.#;) P’~a.s. for all G € G>¢, and we obtain the assertion by means
of Lemma B.12.

“(B.8) = (B.9):” Let t € Rf. Note that the left hand side in (B.9) is defined, because
Yob, € ZY(Q) for any Y € B(Q,0(X)). The assertion can be proven by algebraic induction.
By means of (B.8) the assertion is established if Y = 14 for some A € ¢(X), and thus the
assertion holds true if Y is a nonnegative simple function on (€2, 0(X)). Now assume that
Y € B(Q,0(X)) is nonnegative. Then there exists a sequence (¢, )nen of nonnegative simple
functions on (€2, 0(X)) such that ¢, TY as n — oo. Consequently,

E, (Y 00,|.%;) = lim E, (¢, 06;|%;) = lim Ex,(¢,) = Ex,(Y) P’-as..

For arbitrary Y € B(2, (X)) consider the positive part Y™ :=Y Vv 0 and the negative part
Y~ :=(-Y) V0. Then we have

E,,(YOQtLQZt) = EV(Y+09t|ﬁt) —EI,(Y_O@ALQ}) = EXt(Y+)—EXt(Y_) = EXt(Y) PV*a.S.,

which proves the assertion.
“(B.9) = (B.1):" Let s,t € Ry, B € B(E) and YV := 1 x-1 ) € B(Q,0(X)). Then

E, (Y 00| F) = Ex,(Y) P'as. = E,(L1,x1)|%) = Ex,(1y 1) P’as.
— PY(X,y € B|.#,) = P*(X,€ B) P'as,

(B:5)

and P* (X, € B) = P;(X;, B) P(Xsie € B|Xy) Pr-ass.. -

Corollary B.14 In particular, Lemma B.13 shows that (P"),cpk) satisfies the Markov
property.

Lemma B.15 Let v € P(E), n € N and f € B(E", B(E")). Then

/fO(Xt1+h,...,th+h) dpy :/EXh(fO(th,...,th)) dPV
A A

holds for all h,ty, ... t, € Ry and for each A € F,.

Proof Let h,ty,...,t, € R, put Y := fo(Xy,...,X;,) and note that Y € B(Q, o(X)).
Moreover, f o (X¢1hy ..., Xt,+n) =Y 00y, and thus we infer for any A € %, that

B.9
/A J o (Xian . Xps) APV = /A E(Y o0,5) ap 2 /A Ex, (V) dP”

_ /AEX}L(fo(th,...,th)) dp”.
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Corollary B.16 Let (Tt)teRg be the semigroup of the transition operators Ty with respect to
P, t e RS, and let f € B(E). Then

VVEP(E)W,heR{{VAeﬁh:/thoXh dP”:/foXHh dr".
A A
Proof Lett,h € Rj. Then

Tif o Xn = /Ef(y)Pt(Xh,dy) - /Ef APy = /QfoXt AP = Ex,(f o Xy),

and thus the assertion is a direct consequence of Lemma B.15. O

By means of Lemma 1.11 we have that Lemma B.15 und Corollary B.16 also hold if we
replace the determinstic times by stopping times which are P*—a.s. finite for any x € F.

Lemma B.17 We have that
E,(Y)= / v(de)E,(Y).
E

holds for any Y € B(2,0(X)) and every v € P(E).
Proof LetY € B(Q,0(X)) and v € P(E). Since P* = [, v(dz)P*, we deduce that

E,(Y)= /Q yapr PE /Q Y /E v(dz)dP* = /E v(dz) /Q YdP® = /E v(dz) B, (Y).

B.3 Further Adjuvant Results

Theorem B.18 (Optional Sampling Theorem) Let .7 = (ﬁ})teRg be a filtration on
some probability space (0,9, P), and let X = (Xt>teR§ be a right—continuous martingale
with respect to % . Furthermore, let o and T be bounded ¥ —stopping times with o < T.
Then

E(X;|%,) =X, P-as.

The statement extends to unbounded stopping times iff (X;’)teRsr 15 uniformly P—integrable.

Proof See Theorem 6.29 in [KalO1]. O

Theorem B.19 Let (2,.%, P) be a probability space. Furthermore, let (E,(E)) be some
measurable space, where E 1s a Polish space. Let X : Q0 — E be some random variable.
Then for every sub-o-algebra 4 C .F there exists a reqular ¢ —conditional distribution Pxy
of X. Moreover, if Pxiy and P)’qg are reqular 4 —conditional distributions of X, then there
exists some P-null set N € % such that

Vw e Q\NVB € B(E): Pxig(w, B) = Pyy(w, B).
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Proof See 44.3 Theorem in [Bau02]. O]

Lemma B.20 Let (2, . %, P) be some probability space, where Q is a Polish space and where
F = B(Q). Furthermore, let Y € L1 (Q) and let 4 be a sub-o—algebra of F. Then we
have

VAe F - / Y (@) Pay (s do) = E(LY|9) Pas.,
A

where Py denotes a reqular & —conditional distribution of id : Q — Q (cf. Theorem B.19),
and [, Y (w)Pag(-, dw) : Q@ — R is given by [, Y (w)Pqjg(-, = [,Y(w)Paw(n, dv)
for alln € Q.

Proof Fix some A € .%. At first, consider a simple function ¢ = ZZ L a;l 4, with a; € ]R+
and A; € % fori=1,...,n. Then

/(p(w)PldW( Zaz 1d|<4 AﬂA (ﬂAZazﬂA
A

=1

) = E(1409) P-as.

Now let (¢n)nen be a sequence of nonnegative simple function with ¢, 7 Y. Then we
deduce from the above calculation that

[ Y @Patae) = [ lim enw)Rajel o)
A A

n—oo

T im ©n(W)Pag (-, dw)

n—oo

= lim E(]IA(pn|g)

= E(]IA lim ¢, g)

= BE(1,Y9)
holds P-a.s.. Analogously, we obtain that [, Y™ (w)Paw(-,dw) = E(14Y~|¥) holds true
P-a.s., and thus

/AY(w)Pidg(-,dw) = AY+(w)Hd|g(~,dw)—/AY_(w)Pidg(-,dw)
— E(1.Y')9) - E(1Y|9)
= E(1,Y|9)

holds P—a.s., which proves the assertion. O

Lemma B.21 Let (E, p) be a metric space. Then for any nonempty and closed A C E there
exists a sequence (f)nen of uniformly continuous functions f2 : E — [0,1] which converges
i a monotonically decreasing manner pointwise to 14 as n — oo.

Proof Let ¢ :R — [0,1] be defined by
1, t<0
1—t, 0<t<1
0, t>1.
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Let ) # A C E be closed and consider d4 : E — R, z — inf{p(x,y) : y € A}, the distance
between some x € F and A, and f4: E — [0,1], n € N, defined by f2(x) = p(n - da(x)).

We have to show that dy4 is uniformly continuous. This can be seen as follows: Let (z,,)nen
be a sequence in E converging to x € E, € > 0, 6 := ¢, and let n € N be sufficiently large so
that p(x,,x) < 6. Then

) ] ()
|da(xn) — da(z)| = |inf p(zn,y) — inf p(z,y)| < sup |p(s, y) — plz, y)| < p(,,2) <5 =e¢,
yeA yeA yEA

where (%) holds because p(-,y) is uniformly continuous for all y € E.

Therefore, every fA, n € N, is uniformly continuous as a thesis of uniformly continuous
functions.

Let © € E and firstly assume d4(x) > 0. Then = ¢ A and hence
A@) = 1a(@)] = FA@) = p(n- da(z)) 1 0 as n— oo.
In case that d4(z) = 0 we have that x € A and hence
Vn e N: [fAr) - La(@)| = [1—1] =0,
0J

Theorem B.22 Let E be a locally compact Polish space, and let T be the generator of a
Feller semigroup (13),cps on Co(E). Furthermore, let D denote the domain of T

(i) Then we have

VFEDVteR Tif —f= [ (T,oT)fA(ds). (B.10)
0.

(ii) Tiyf is differentiable at 0 iff f € D, and if one of these properties holds, then T(.y is
differentiable on RS and
d

VfEeDVtERS: o (Thf) = LTS =TTf. (B.11)

Proof Confer Lemma 17.6 in [KalO1]. O

Theorem B.23 Let E be a locally compact Polish space, and let T be the generator of a
Feller semigroup (Tt)teRg on Co(E). Then T satisfies the positive mazimum principle (cf.
Definition A.11).

Proof Let D denote the domain of T. We firstly note that T}, ¢t € R, is monotonically
increasing on Cy(E), ie., f < g € Co(E) = Tif < T;g. This assertion holds, since T},
t € Ry is a positive linear operator. Choose f € D and xy € E such that fT < f(zg). Using
that T}, t € Ry, is a contraction operator we obtain

VteR] : Tif(wo) < Tif "(20) < I Tf Moo < M1 Moo = f (o).
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Hence h™ ' (T),f — f)(z) <0 for all h € 0 and thus we get by Theorem B.22 (ii)

T f () = tim LS = F)(0)

< 0.
h—0 h <0

O
In conclusion we present a result from topology which is indispensable for our considerations.

Theorem B.24 Let E be a locally compact topological space. Then there exists a uniquely
(up to homeomorphisms) defined compact Hausdorff space E which contains a space E, which
is homeomorphic to E, such that there exists some A with E\E {A}. If E is not compact,

then E is dense in E. The space E is called Alexandroff one—point compactification
of E.

Proof See 8.18 Theorem in [Que01]. O
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of measure and kernel, 80
projection, 85
projective family, 85

quasi—stationary distribution, 71
resolvent, 81

semigroup, 81
shift operator
for deterministic times, 5
for stopping times, 8
stationary distribution, 71
stopping time, 83
Stroock-Varadhan Support Theorem, 31
sub—Markov
semigroup, b
kernel, 80

Taylor series

n—dimensional, 79
transition

kernel, 6
Tulcea’s extension theorem, 23

uniform conditional ergodicity, 72
uniform ellipticity, 22

vague convergence, 4

weak convergence, 4
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