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Overview

Today’s topics are the dimension and integral ring extensions

1. Dimension

2. A Gröbner basis criterion

3. Integral ring extensions

4. Krull’s prime existence lemma

5. The lying over theorem



Definition of the dimension

Definition. Let A be an irreducible algebraic set. Then the
dimension of A is

dimA = trdegK K (A).

If A is an algebraic set, then we define

dimA = max{dimAi | i = 1, . . . , r}

where A = A1 ∪ . . . ∪ Ar is the decomposition into irreducible
algebraic subsets.



A Gröbner basis criterion
Theorem. Let I ⊂ K [x1, . . . , xc , y1, . . . , yd ] an ideal and
A = V (I ) ⊂ Ac+d the corresponding algebraic set. Let > be a
global monomial order. Suppose

rad(Lt(I )) = (x1, . . . , xc).

Then dimA = d and the projection

π : A→ Ad , (a1, . . . , ac , b1 . . . , bd) 7→ (b1, . . . , bd)

onto the last d components is surjective.
Moreover, if Lt(I ) is generated by monomials in the subring
K [x1, . . . , xc ], then every associated prime of I defines a variety of
dimension d. In particular every irreducible component of A has
dimension d.

One says that I is unmixed if the conclusion of the additional
hypothesis is satisfied.
Corollary. I is unmixed if Lt(I ) is a primary ideal.



An example

Consider the ideal I generated by the following polynomials of
K [x0, . . . x3].
With respect to >rlex the leading terms are the indicated terms,
and the calculation shows that the generators are a Gröbner basis.

x21 − x0x2 −x2 x3
x1x2 − x0x3 x1 −x2
x22 − x1x3 −x0 x1

Thus the assumption of the theorem is satisfied for x1, x2 and
y1 = x0, y2 = x3. Hence I is unmixed, and every component has
dimension 2.



The tower of projections
Consider the situation of the tower of projections theorem.
Theorem. Suppose that I ( K [x1, . . . , xn] is a proper ideal. Let
Ij = I ∩ K [xj+1, . . . , xn] be the j-th elimination ideal. Set

c = min{j | Ij = (0)}
and suppose that for each j with 0 ≤ j ≤ c − 1 the ideal Ij
contains an xj+1-monic polynomial of degree dj . Then the
projection πc : V (I )→ An−c onto the last n − c components is
surjective, and each fiber

π−1c (ac+1, . . . , an)

is finite of cardinality ≤
∏c−1

j=0 dj .
Corollary. With the assumption and notation of the tower theorem

dimV (I ) = n − c

holds.



Proof of the corollary

The assumption of the Gröbner basis criterion is satisfied for >lex

with d = n − c and y1 = xc+1, . . . , yd = xn. Indeed Ic = 0 implies

rad(Lt(I )) ⊂ (x1, . . . xc)

by the key property of >lex. The existence of the xj monic
polynomials in Ij−1 for j = 1, . . . , c implies that equality holds.

The key concept for the proof of the dimension criterion is the
notion of integral ring extensions. This played also the cruicial role
in our proof of the Nullstellensatz.



Integral ring extensions
Definition. Let R ⊂ S be an inclusion of rings and let I ⊂ R be
an ideal. An element s ∈ S is integral over I if it satisfies a monic
equation

sn + r1s
n−1 + . . .+ rn = 0

with ri ∈ I . s is integral over R if it is integral over the ideal
(1) = R.
R ⊂ S is called an integral ring extension if every element s ∈ S
is integral over R.
R ⊂ S is called a finite ring extension if S as an R-module is
finitely generated.

Example. Let s ∈ S be integral over R. Then R ⊂ R[s] is a finite
ring extension. Indeed, from the monic equation above we see that
R[s] is generated by 1, s, . . . , sn−1 as an R-module.



Integral elements
Proposition. Let R ⊂ S be a ring extension and s ∈ S an element
and I ⊂ R an ideal. TFAE:

1) s is integral over R (over I ).
2) R[s] is finite over R (and s ∈ rad(IR[s]) ).
3) R[s] is contained in a subring S ′ ⊂ S which is finite over R

(and s ∈ rad(IS ′))

Proof. 1)⇒ 2) was established above. If s is integral over I , then
the equation says sn ∈ IR[s]. 2)⇒ 3) is trivially true. 3)⇒ 1) is
the essential direction. Suppose S ′ is generated by m1, . . . ,mn as
an R-module. Since s ∈ rad(IS ′) we may write for a suitable power
N

sNmi =
n∑

j=1

rijmj

with rij ∈ I . In matrix notation we obtain

(sNEn − B)

m1
...
mn

 = 0

with B = (rij).



Tower of extensions

Multiplying with the cofactor matrix we obtain

det(sNEn − B)mi = 0

for all i . Since 1 ∈ R ⊂ S ′ is a linear combination of m1, . . . ,mn

we obtain

det(sNEn − B) = snN + r1s
(n−1)N + . . .+ rn = 0,

i.e., s is integral over I .

Proposition. Let R ⊂ S ⊂ T be a tower of finite or integral ring
extensions. Then R ⊂ T is a finite respectively integral ring
extension as well.



Proof
Suppose s1, . . . , sn generate S as an R-module and t1, . . . , tm
generate T as an S-module. Then the nm products si tj generate
T as an R-module. Every t ∈ T has an expression t =

∑
aj tj with

aj ∈ S . Every aj has an expression aj =
∑

rijsi . Hence

t =
n∑

i=1

m∑
j=1

rijsi rj .

For the second version consider an element t ∈ T . By assumption
t is integral over S , i.e., t satisfies an equation

tn + s1t
n−1 + . . .+ sn = 0 with si ∈ S .

Since each si is integral over R the extension

R ⊂ R[s1, . . . , sn]

is finite, hence R ⊂ R[s1, . . . , sn, t] is finite as well and t is integral
over R by the conclusion 3)⇒ 1) above.



Proof of the dimension criterion
Since rad(Lt(I )) = (x1, . . . xc) we have I ∩ K [y1, . . . , yd ] = 0. Thus
the induced map

K [y1, . . . , yd ]→ S = K [x1, . . . xc , y1, . . . , yd ]/I

is injective. K [y1, . . . , yd ] ⊂ S is a finite ring extension because for
each xi there exists an xnii ∈ Lt(I ). Hence the xα with αi < ni
generate S as an K [y1, . . . , yd ]-module by the division theorem.
Consider now a minimal primary decomposition

I = q1 ∩ . . . ∩ qr .

For at least one associated prime pj = rad(qj) we must have

pj ∩ K [y1, . . . , yd ] = 0.

Indeed, if there are non-zero elements fi ∈ pi ∩ K [y1, . . . , yd ] for
every i , then their product

∏
fi ∈ rad(I ) ∩ K [y1, . . . , yd ] and a

suitable power (
∏

fi )
N ∈ I ∩ K [y1, . . . , yd ] contradicting

Lt(I ) ∩ K [y1, . . . , yd ] = 0.



Proof of the dimension criterion continued
For Aj = V (pj) with pj ∩ K [y1, . . . , yd ] = 0 we have that
K [y1, . . . , yd ] ⊂ K [Aj ] = K [x1, . . . xc , y1, . . . , yd ]/pj is a finite
extension. Hence

K (y1, . . . , yd) ⊂ K (Aj)

is an algebraic field extension and

dimAj = trdegK K (Aj) = trdegK K (y1, . . . , yd) = d .

For pi with pci = pi ∩ K [y1, . . . , yd ] 6= 0 we have for
Bi = V (pci ) ( Ad that

K [Bi ] ⊂ K [Ai ]

is a finite ring extension and

dimAi = dimBi = trdegK K (Bi ) < d

since y1, . . . , yd give algebraic dependent generators of K (Bi ) over
K . Thus

dimA = max{dimAj} = d .



Proof of the unmixedness
In case that Lt(I ) is (x1, . . . , xc)-primary K [x1, . . . xc , y1, . . . , yd ]/I
is actually a free K [y1, . . . , yd ]-module: Lt(I ) is generated by
monomials in K [x1, . . . , xc ] and the monomials
xα ∈ K [x1, . . . , xc ] \ Lt(I ) form a basis by the division theorem. If
pi = ann(m) for some m ∈ K [x1, . . . xc , y1, . . . , yd ]/I is an
associated prime, then

pi ∩ K [y1, . . . , yd ] = annK [y1,...,yd ](m)

is an associated prime of K [x1, . . . xc , y1, . . . , yd ]/I as an
K [y1, . . . , yd ]-module. But a free module has (0) as the only
associated prime. Thus pi ∩ K [y1, . . . , yd ] = 0 for all i and every
associated prime defines a variety V (pi ) of dimension d .

It remains to prove that the map π : A→ Ad is surjective. We
prove a more general result.



The lying over theorem
Let R ⊂ S be a ring extension. If P is a prime ideal in S , then
p = P ∩ R is a prime ideal in R. One says P lies over p.

Theorem. Let R ⊂ S be an integral ring extension and let p be a
prime ideal of R. Then:

1) There exists a prime ideal P of S with p = P ∩ R.
2) There are no strict inclusions between prime ideals lying over

p.
3) If P is a prime ideal lying over p, then P is a maximal ideal iff

p is a maximal ideal.
4) If S is noetherian, then the prime ideals lying over p are

precisely the minimal primes of pS.

The surjectivity of π : A→ Ad follows from 1) and 3) since
maximal ideals in K [x1, . . . , xc , y1, . . . yd ]/I corresponds to points
(a1, . . . , ac , b1, . . . , bd) ∈ A, and maximal ideals of K [y1, . . . , yd ]
correspond to points (b1, . . . , bd) ∈ Ad .



Krull’s prime existence Lemma
Lemma. Let I be an ideal of the ring R and let U ⊂ R be a
multiplicative subset with I ∩ U = ∅. Then there exists a prime
ideal p of R with I ⊂ p and U ∩ p = ∅.
Proof. Consider the set

M = {J ⊂ R | J an ideal with I ⊂ J and J ⊂ U = ∅}.
M 6= ∅ because I ∈M and consists of proper ideals because
1 ∈ U. Let p be a maximal element of M with respect to
inclusion. Then:
Claim. p is a prime ideal.
Indeed, suppose r1, r2 /∈ p. Then (p + (rj)) ∩ U 6= ∅ because p is
maximal in M. Thus there are aj ∈ p such that aj + rj ∈ U. Since
U is multiplicative we have

(a1 + r1)(a2 + r2) = (a1a2 + r1a2 + r2a1) + r1r2 ∈ U

hence p + (r1r2) /∈M. In particular r1r2 /∈ p as desired.



Proof of Krull’s prime existence lemma continued

The existence of a maximal element p in M is clear if R is
noetherian. For more general rings we apply Zorn’s Lemma: M is
partially ordered by inclusion. If {Jλ} is a totally ordered subset set
of M, then

⋃
λ Jλ is an upper bound. Thus the assumptions of

Zorn’s Lemma are satisfied, and M contains maximal
elements.

Corollary. Every proper ideal I in ring R is contained in a maximal
ideal.
Proof. We apply Krull’s Lemma to I ⊂ R and U = {1}.



Proof of part 1 of the lying over theorem
Consider the ideal pS of S and the multiplicative subset U = R \ p
of S . Using that R ⊂ S is integral extension we verify that
pS ∩ U = ∅: Every s ∈ pS has an expression s =

∑n
i=1 ai si with

ai ∈ p and si ∈ S . Thus s is integral over pR[s1, . . . , sn]. Consider
an integral equation

sd + r1s
d−1 + . . .+ rd = 0 with ri ∈ p.

We have to show that s /∈ U = R \ p. Assume the contrary, then
sd ∈ p, hence s ∈ p since p is a prime ideal. This contradicts
s ∈ U = R \ p.
We can now apply Krull’s Lemma to the ideal I = pS of S and the
multiplicative subset U. There exists a prime ideal P of S with
p ⊂ pS ⊂ P and P ∩ U = ∅. Hence P ∩ R ⊂ p and equality holds.



Proof of part 2 of the lying over theorem

Consider prime ideals P1 ⊂ P2 of S , both lying over p. Then
R = R/p ⊂ S = S/P1 is an integral ring extensions of domains
and P2/P1 ⊂ S is a prime ideal which lies over (0) ⊂ R. We have
to prove that P2/P1 = (0). Suppose s ∈ P2/P1 is non-zero. Let

sd + r1s
d−1 + . . .+ rd = 0

be an integral equation of minimal degree. Then
rd ∈ P2/P1 ∩ R = (0). Thus rd = 0. If d = 1, then this says
s = 0. If d > 1, then we can divide the integral equation by s since
S is a domain, and we obtain an equation of smaller degree. Thus
we get a contradiction in any case.



Proof of part 3 and 4 of the lying over theorem
3): If p is a maximal ideal in R, then P is a maximal ideal as well
by part 2: Any prime ideal P′ ⊃ P lies over p as well because p is
maximal. Hence P′ = P by part 2.
4): If P lies over p, then pS ⊂ P and P is a minimal prime
containing pS by part 2. Since S is noetherian pS has a primary
decomposition

pS = Q1 ∩ . . . ∩Qr

and rad(pS) = P1 ∩ . . . ∩Pr with Pi = rad(Qi ). Since pS ⊂ P
implies rad(pS) ⊂ P we conclude that P ⊃ Pi because otherwise
the product of elements fj ∈ Pj \P would be an element of
rad(pS) whose factors do not lie in P, impossible since P is prime.
Since P is a minimal prime over pS we have P = Pi . Thus P
coincides with an associated prime of pS which is minimal among
the associated primes of pS .



Algebraic integers
Definition. Let R ⊂ L be a ring extension. Then the integral
closure of R in L is the set

S = {s ∈ L | s is integral over R}
This is a ring because with s1, s2 ∈ S the sum s1 + s2 ∈ R[s1, s2]
which is a finite extension of R. So s1 + s2 is integral over R as
well. The same argument works for s1s2.

The ring of algebraic integers is the integral closure of Z in C. If
L = Q(a1, . . . , an) is an algebraic number field, then ZL denotes
the integral closure of Z in L. This coincides with the ring of
algebraic integers contained in L.
By the lying over theorem every non-zero prime ideal P ⊂ ZL is a
maximal ideal, since every prime ideal in Z is maximal.

If P ⊂ ZL lies over (p) in Z, then F = ZL/P is a finite extension
field of Fp = Z/(p).


