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Introduction

The study of Toeplitz and Hankel operators was started by taking a closer
look at so called Toeplitz and Hankel matrices. These infinite matrices are
constant on each line parallel to the main diagonal or depend only on the
sum of the coordinates, respectively. It turned out (cf. [6]) that these can
also be seen as representations of the operators

Tf : H2(T)→ H2(T), g 7→ P (fg)

and
Hf : H2(T)→ L2(T), g 7→ (I − P )(fg),

where L2(T) denotes the Lebesgue space of square integrable functions on
the unit circle and P denotes the orthogonal projection from H2(T) to the
Hardy space on the unit circle, for some essentially bounded function f .
Since the Hardy space can be replaced by the Bergman space and the Fock
space, one can ask the question which operator theoretical properties the
corresponding operators have. For instance, one can ask under which con-
ditions these operators are compact. If we also drop the restriction that the
domains of the functions lie in the complex plane C, i.e., if we allow domains
to be in Cn for a positive integer n, the study of Toeplitz and Hankel oper-
ators intersects with the theory of complex analysis in several variables.
Towards the end of the last century K. Stroethoff and D. Zheng gave a char-
acterization of compact Toeplitz and Hankel operators for the two spaces of
analytic functions mentioned above in [12] and [10]. With the help of this
characterization they were able to prove the following explicit formula for
the essential spectrum of a Toeplitz operator with special symbols.

Theorem. Let f be an essentially bounded function on the unit ball Bn such
that Hf is compact. If we denote by f̃ the Berezin transform of f , then we
have

σe(Tf ) =
⋂

0<r<1

cl(f̃(Bn \ rBn)),

where σe(Tf ) denotes the essential spectrum of Tf .

The result for the other cases looks similar. Since the Berezin tranform of
such a function f is continuous, the connectedness of the essential spectrum
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2 Introduction

for such Toeplitz operators follows at once.

In this thesis we present the above results in detail and prove a similar
result for weighted Bergman spaces as conjectured in [9] and [11] .
The first chapter contains some basic facts of weighted Bergman spaces and
the Fock space. Furthermore, we will introduce the Berezin transform of a
function and recall some basics about Toeplitz, Hankel and Hilbert-Schmidt
operators. The characterization of compact Toeplitz and Hankel operators
and some of its corollaries are presented in Chapter 2, where the interplay be-
tween the automorphisms and the reproducing kernels of the spaces becomes
important. The last two chapters deal with the question when Hankel oper-
ators with Berezin transformed symbols are compact as well as the formula
for the essential spectrum mentioned above.



Chapter 1

Preliminaries

In this chapter we gather some basic results about Möbius transformations,
Bergman spaces over the unit ball and the polydisc in Cn (n ∈ N∗) and the
Fock space. We also recall the definitions of Toeplitz and Hankel operators
as well as the definition of the Berezin transform. In the last section we
introduce Hilbert-Schmidt operators.
For the rest of this thesis, let n ∈ N∗ be a fixed positive integer. We denote
by Bn = {z ∈ Cn; ‖z‖ < 1} the open unit ball and by Dn = {z ∈ Cn; |zi| <
1 for 1 ≤ i ≤ n} the (open unit) polydisc in Cn.
Furthermore, we write, for a measure space (X,Σ, ν), Lp(X, ν) = Lp(ν) (1 ≤
p ≤ ∞) for the Lp-space over X relative to the measure ν and we identify an
element f ∈ Lp(ν) with a representative such that supx∈X |f(x)| = ‖f‖L∞(ν).
For a subset D of a topological space X, we denote by cl(D) and ∂D the
topological closure and the topological boundary of D, respectively.

1.1 Möbius transformations

We first recall the definitions of the Möbius transformations for the unit ball
and the polydisc.

Definition 1.1. (i) Let λ ∈ Bn, sλ = (1− |λ|2)
1
2 and

Pλ : Cn →
∨
{λ} , z 7→

{ 〈z,λ〉
〈λ,λ〉λ, λ 6= 0,

0, λ = 0.

We call the function

ϕBn
λ : Bn → Cn, z 7→ λ− Pλz − sλ(I − Pλ)z

1− 〈z, λ〉

a Möbius transformation on the unit ball.

3



4 Chapter 1. Preliminaries

(ii) Let λ ∈ Dn. We call the function

ϕDn
λ : Dn → Cn, z 7→

(
λ1 − z1

1− z1λ1

, . . . ,
λn − zn
1− znλn

)
a Möbius transformation on the polydisc.

Remark 1.2. If n = 1 and λ ∈ D, then ϕBn
λ and ϕDn

λ coincide since Pλ = I
if λ 6= 0 and Pλ = 0 if λ = 0. Furthermore, we obtain the classical Möbius
transformations from complex analysis in one variable.

To shorten the notation, we will write Ω for Bn or Dn throughout this
thesis. The next proposition summarizes important properties of the Möbius
transformation and will be used frequently.

Proposition 1.3. If λ ∈ Ω, then

(i) ϕλ(0) = λ and ϕλ(λ) = 0,

(ii) (a)

1−
〈
ϕBn
λ (z), ϕBn

λ (w)
〉

=
(1− 〈λ, λ〉)(1− 〈z, w〉)
(1− 〈z, λ〉)(1− 〈λ,w〉)

for all z, w ∈ Bn and λ ∈ Bn,
(b)

1− ϕDn
λ (z)i ϕDn

λ (w)i =
(1− |λi|2)(1− ziwi)
(1− ziλi)(1− λiwi)

(i = 1, . . . , n)

for all z, w ∈ Dn and λ ∈ Dn,

(iii) (a)

1−
∣∣∣ϕBn
λ (z)

∣∣∣2 =
(1− |λ|2)(1− |z|2)

|1− 〈z, λ〉|2

for all z ∈ Bn and λ ∈ Bn,
(b)

1−
∣∣∣ϕDn
λ (z)i

∣∣∣2 =
(1− |λi|2)(1− |zi|2)∣∣1− ziλi∣∣2 (i = 1, . . . , n)

for all z ∈ Dn and λ ∈ Dn,

(iv) ϕλ is an involution, i.e., ϕλ ◦ ϕλ = id,

(v) ϕλ ∈ Aut(Ω) (the automorphism group of Ω),

(vi) ϕλ can be extended to a homeomorphism of cl(Ω) onto cl(Ω) (which we
will denote with the same symbol).



1.1. Möbius transformations 5

Proof. A proof for the case Ω = Bn can be found in [8, Theorem 2.2.2]. For
the polydisc, use the first case with n = 1 for each component.

Proposition 1.4. Let z ∈ Ω and let (λα)α be a net in Ω with limit in ∂Ω.
Then ϕλα(z) converges to a point in ∂Ω.

Proof. Suppose that z ∈ Ω and let (λα)α be a net in Ω with limit λ ∈ ∂Ω.
Then, for Ω = Bn, we have∣∣∣ϕBn

λα
(z)− λ

∣∣∣ =

∣∣∣∣λα − Pλαz − sλαQλαz − λ+ 〈z, λα〉λ
1− 〈z, λα〉

∣∣∣∣
=

∣∣∣∣∣∣
〈z, λα〉

(
λ− λα

|λα|2

)
− sλαQλαz + (λα − λ)

1− 〈z, λα〉

∣∣∣∣∣∣
α→ 0.

For Ω = Dn, we observe that there exists an i ∈ {1, . . . , n} such that λi ∈ ∂D.
By the previous case, we have∣∣∣ϕD

λα,i
(zi)− λi

∣∣∣→ 0,

hence the result follows.

Notation 1.5. We write O(Ω,Cn) for the space of holomorphic functions from
Ω to Cn equipped with the topology of uniform convergence on all compact
subsets. We use O(Ω) as a shortcut for O(Ω,C).

We identity Cn with R2n via the map

R2n → Cn, (x1, y1, . . . , xn, yn) 7→ (x1 + iy1, . . . , xn + iyn).

For a function f ∈ O(Ω), we define for j = 1, . . . , n

∂jf =
1

2

(
∂f

∂xj
− i ∂f

∂yj

)
.

If F = (f1, . . . , fn) ∈ O(Ω,Cn), we denote by

JCF = (∂ifj)
n
i,j=1

the complex Jacobian matrix. With the above identification we can also
form the real Jacobian matrix JRF . The next result shows the connection
between the determinants of both Jacobian matrices.

Proposition 1.6. Let F = (f1, . . . , fn) ∈ O(Ω,Cn) and z ∈ Ω. Then

det((JRF )(z)) = |det((JCF )(z))|2 .
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A proof of this result can be found in [8, Section 1.3.6]. As an application
of this proposition we obtain the following result.

Proposition 1.7. (i) For λ ∈ Bn, we have

det((JRϕλ)(z)) =

(
1− |λ|2

|1− 〈z, λ〉|2

)n+1

for all z ∈ Bn.

(ii) For λ ∈ Dn, we have

det((JRϕλ)(z)) =
n∏
i=1

(
|1− λi|2∣∣1− ziλi∣∣2

)2

for all z ∈ Dn.

Proof. Let λ ∈ Ω.

(i) One can find a proof of the statement in [8, Theorem 2.2.6].

(ii) We observe that

∂iϕλ(z)j = δi,j
|λi|2 − 1

(1− ziλi)2
(z ∈ Dn)

for all i, j = 1, . . . , n. Hence with Proposition 1.6 we conclude

det((JRϕλ)(z)) =

∣∣∣∣∣∣det

(δi,j |λi|2 − 1

(1− ziλi)2

)n
i,j=1

∣∣∣∣∣∣
2

=

n∏
i=1

(
1− |λi|2∣∣1− ziλi∣∣2

)2

.

1.2 Bergman spaces

Let m be the Lebesgue measure on Cn and let γ > −1 or γ ∈ Rn with
γi > −1 (i = 1, . . . n) for Ω = Bn or Ω = Dn, respectively.
In the following we denote by Lp(Vγ) = Lp(Ω, Vγ) (1 ≤ p ≤ ∞) the Lp-space
over Ω relative to the measure Vγ given by

Vγ =
Γ(n+ 1 + γ)

πnΓ(1 + γ)
(1− |z|2)γm|Bn
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on the unit ball and

Vγ =
1

πn

n∏
i=1

Γ(2 + γi)

Γ(1 + γi)
(1− |zi|2)γim|Dn

on the polydisc. One can check that Vγ is a probability measure on Ω. We
use V as a shortcut for V0.

Definition 1.8 (Bergman space). For 1 ≤ p < ∞, we define the Bergman
space Ap(Vγ) by

Ap(Vγ) = Ap(Ω, Vγ) = Lp(Vγ) ∩ O(Ω),

i.e., Ap(Vγ) is the set of all equivalence classes in Lp(Vγ) with a holomorphic
representative.

Since the holomorphic representative of an equivalence class in Ap(Vγ)
is uniquely determined, we identify the elements in Ap(Vγ) with their holo-
morphic representative.
Every element in Ap(Vγ) satisfies a mean value formula in 0.

Proposition 1.9. Every g ∈ A1(Vγ) satisfies

g(0) =

∫
Ω
g(w)dVγ(w).

Proof. Suppose g ∈ A1(Vγ).
We first consider the case Ω = Bn.
For f =

∑
α∈Nn aαz

α ∈ O(Bn) and 0 < r < 1, we have∫
∂Bn

f(rξ)dσ(ξ) =
∑
α∈Nn

aαr
|α|
∫
∂Bn

ξαdσ(ξ) = a0 = f(0).

Here σ denotes the normalized surface measure on ∂Bn, and we have used
[8, Proposition 1.4.8] to see that the series collapses to the summand with
index α = 0. For f ∈ A1(Vγ), integration in polar coordinates ([8, Section
1.4.3]) yields that∫

Bn
fdVγ = cγ

∫
Bn
f(1− |z|2)γdV

= cγ2n

∫ 1

0
r2n−1(1− r2)γ

(∫
∂Bn

f(rξ)dσ(ξ)

)
dr

= cγ2n

(∫ 1

0
r2n−1(1− r2)γdr

)
f(0)

= f(0).

Here cγ is a suitable normalization constant. To verify the last equality,
apply the same calculations with f ≡ 1.
For Ω = Dn, we use the result above in each coordinate and apply Fubini’s
theorem.
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For further studies, we introduce two important functions.

Definition 1.10. (i) We call the function

BnK(γ) : Bn × Bn, (z, w) 7→ 1

(1− 〈z, w〉)n+1+γ

the reproducing kernel for A2(Bn, Vγ).

(ii) We call the function

DnK(γ) : Dn × Dn, (z, w) 7→
n∏
i=1

(
1

1− ziwi

)2+γi

the reproducing kernel for A2(Dn, Vγ).

For shorter notation we will use K(γ) for BnK(γ) and DnK(γ). Further-
more we write K(γ)

z for K(γ)(·, z) (z ∈ Ω).

Remark 1.11. (i) From the definition we see K(γ)
λ (z) = K

(γ)
z (λ), for all

z, λ ∈ Ω.

(ii) For z, λ ∈ Ω, we have by Proposition 1.3

K
(γ)
ϕλ(z)(ϕλ(z)) =

∣∣∣K(γ)
λ (z)

∣∣∣−2
K

(γ)
λ (λ)K(γ)

z (z)

and
K

(γ)
λ (ϕλ(z)) = K

(γ)
ϕλ(0)(ϕλ(z)) = K

(γ)
λ (z)−1K

(γ)
λ (λ).

Proposition 1.12. There exist constants CΩ,γ > 0 such that, for all λ, z ∈
Ω, ∣∣∣K(γ)

λ (z)
∣∣∣ ≤ CΩ,γK

(γ)
λ (λ).

Proof. Suppose λ, z ∈ Ω.
For Ω = Bn, the Cauchy-Schwarz inequality implies that

|〈z, λ〉| ≤ |z| |λ|

so that
1− |〈z, λ〉| ≥ 1− |z| |λ| ≥ 1− |λ| .

The triangle inequality shows∣∣∣BnK(γ)
λ (z)

∣∣∣ ≤ 1

(1− |〈z, λ〉|)n+1+γ

≤ 1

(1− |λ|)n+1+γ

=

(
1 + |λ|
1− |λ|2

)n+1+γ

≤
(

2

1− |λ|2

)n+1+γ

= 2n+1+γKBn
λ (λ).
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Similarly, we obtain, for Ω = Dn, the estimates∣∣∣DnK(γ)
λ (z)

∣∣∣ ≤ n∏
i=1

(
1

1− |λi|

)2+γi

=

n∏
i=1

(
1 + |λi|
1− |λi|2

)2+γi

≤
n∏
i=1

(
2

1− |λi|2

)2+γi

≤ 2n(2+maxi{γi}) DnK
(γ)
λ (λ).

We can now reformulate Proposition 1.7.

Proposition 1.13. For λ ∈ Ω, we have

(JRϕλ)(z) =
1

K
(0)
λ (λ)

∣∣∣K(0)
λ (z)

∣∣∣2
for all z ∈ Ω.

Corollary 1.14. For h ∈ L1(Vγ), we have∫
Ω
h(ϕλ(w))dVγ(w) =

1

K
(γ)
λ (λ)

∫
Ω
h(z)

∣∣∣K(γ)
λ (z)

∣∣∣2 dVγ(z) (λ ∈ Ω).

Furthermore, the function h ◦ ϕλ (λ ∈ Ω) lies in L1(Vγ).

Proof. The first result follows directly by the change of variables formula
together with Proposition 1.3, Proposition 1.7 and Definition 1.10.
For the second statement, we observe, for λ ∈ Ω,∫

Ω
|h(ϕλ(w))|dVγ(w) =

1

K
(γ)
λ (λ)

∫
Ω
|h(z)|

∣∣∣K(γ)
λ (z)

∣∣∣2 dVγ(z)

≤ C2
Ω,γK

(γ)
λ (λ)

∫
Ω
|h(z)| dVγ(z) <∞,

where we have used Proposition 1.12.

With this corollary we can prove that every function in A1(Vγ) satisfies
a mean value formula in each point of Ω.

Proposition 1.15. If g ∈ A1(Vγ), then

g(λ) =

∫
Ω
g(w)K

(γ)
λ (w)dVγ(w)

for all λ ∈ Ω.
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Proof. Suppose that g ∈ A1(Vγ) and λ ∈ Ω. Since there exists a δλ > 0 such
that

∣∣∣K(γ)
λ (z)

∣∣∣ ≥ δλ for all z ∈ Ω, the function

hλ : Ω→ C, z 7→
K

(γ)
λ (λ)

K
(γ)
λ (z)

g(z)

belongs to A1(Vγ) again. It follows from Corollary 1.14 that hλ◦ϕλ ∈ A1(Vγ).
Using Proposition 1.9 and the change of variables formula from Corollary
1.14, we obtain that

g(λ) = hλ(λ) = (hλ ◦ ϕλ)(0)

=

∫
Ω
hλ(ϕλ(u))dVγ(u)

=

∫
Ω
g(w)K

(γ)
λ (w)dVγ(w).

Corollary 1.16. Let g ∈ A2(Vγ). Then

g(λ) =
〈
g,K

(γ)
λ

〉
for all λ ∈ Ω.

Proof. Since A2(Vγ) ⊂ A1(Vγ), this follows immediately from Proposition
1.15.

Remark 1.17. For z ∈ Ω, we obtain∥∥∥K(γ)
z

∥∥∥2
=
〈
K(γ)
z ,K(γ)

z

〉
= K(γ)

z (z),

where we have used the above corollary.

Proposition 1.18. The Bergman spaces Ap(Vγ) (1 ≤ p < ∞) is a closed
subspace of the Banach space Lp(Vγ).
In particular, for p = 2, the space A2(Vγ) is a Hilbert space with the inner
product induced by L2(Vγ).

A proof of this statement can be found in [13, Corollary 2.5].

Corollary 1.19. The Bergman space A2(Vγ) is a functional Hilbert space
with reproducing kernel K(γ).

Proof. By Corollary 1.16 we have

|f(z)| =
∣∣∣〈f,K(γ)

z

〉∣∣∣ ≤ ‖f‖2,γ ∥∥∥K(γ)
z

∥∥∥
2,γ

= ‖f‖2,γ K
(γ)
z (z)

1
2

for all f ∈ A2(Vγ) and z ∈ Ω, where we have used Remark 1.17. Hence the
point evaluations are continuous and the reproducing kernel of the functional
Hilbert space A2(Vγ) is given by K(γ).
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Remark 1.20. An orthonormal basis for A2(Vγ) is given by (zα/ ‖zα‖2)α∈Nn .
In particular, the polynomials are dense in A2(Vγ).

Proof. We first show that (zα/ ‖zα‖2)α∈Nn is an orthonormal system.
This follows, for Ω = Bn, immediately by [13, Proposition 1.11] and the re-
mark before it.
For Ω = Dn, the result follows by the first part with n = 1 and Fubini’s
theorem.
To see that (zα/ ‖zα‖2)α∈Nn is complete, let w ∈ Ω. The function Kw ∈
A2(Vγ) can be seen as a holonorphic function on an open subset of cl(Ω).
Hence Kw is uniformly continuous on cl(Ω) and can be uniformly approxi-
mated by polynomials. Since the set {Kw; w ∈ Ω} is total, the polynomials
are dense in A2(Vγ).

To end this section, we take a look at the orthogonal projection from
L2(Vγ) onto A2(Vγ) which is an integral operator.

Proposition 1.21. The operator

Pγ : L2(Vγ)→ L2(Vγ), g 7→ Pγg

with

Pγg : Ω→ C, z 7→
∫

Ω
g(w)K

(γ)
z (w)dVγ(w) (g ∈ L2(Vγ))

is the orthogonal projection from L2(Vγ) to A2(Vγ).

Proof. Let P ′γ be the orthogonal projection from L2(Vγ) to A2(Vγ) and let
f ∈ L2(Vγ) as well as z ∈ Ω. We obtain

P ′γf(z) =
〈
P ′γf,K

(γ)
z

〉
=
〈
f, P ′γK

(γ)
z

〉
.

Since K(γ)
z ∈ A2(Vγ), we have

P ′γf(z) =
〈
f,K(γ)

z

〉
=

∫
Ω
f(w)K

(γ)
z (w)dVγ(w) = Pγf(z).

Thus the result follows.

1.3 Fock space

This section gives a brief overview about the defintion and the relevant prop-
erties of the Fock space.
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Definition 1.22 (Fock space). Let µ be the measure on Cn given by

µ =
exp(− |z|

2

2 )

(2π)n
m.

For 1 ≤ p < ∞, we define the Fock space (or Segal-Bargmann space) Lpa(µ)
by

Lpa(µ) = Lp(µ) ∩ O(Cn),

i.e., Lpa(µ) is the set of all equivalence classes in Lp(µ) with a holomorphic
representative.

The next proposition can be proven similar to Proposition 1.9.

Proposition 1.23. Every g ∈ L1
a(µ) satisfies

g(0) =

∫
Cn
g(w)dµ(w).

A proof of the following two results can be found in [4, Section 7] (with
α = 1

2).

Proposition 1.24. The Fock space L2
a(µ) is a functional Hilbert space with

reproducing kernel

KL2
a(µ) : Cn × Cn, (z, w) 7→ exp

(
〈z, w〉

2

)
.

To shorten the notation we will write K for KL2
a(µ) when it is clear that

we consider the Fock space. As before we use Kz for K(·, z) (z ∈ Cn).

Remark 1.25. An orthonormal basis for L2
a(µ) is given by (zα/ ‖zα‖2)α∈Nn .

In particular, the polynomials are dense in L2
a(µ).

The translations

τz : Cn → Cn, w 7→ w + z, (z ∈ Cn)

will play the same role for the Fock space as the Möbius transformations for
the Bergman space.

Proposition 1.26. Let h : Cn → C be a measurable function and let λ ∈ Cn
be such that h ◦ τλ ∈ L1(µ). Then the identity∫

Cn
h(τλ(w))dµ(w) =

1

Kλ(λ)

∫
Cn
h(z) |Kz(λ)|2 dµ(z)

holds.
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Proof. Suppose that h ∈ L1(µ) and λ ∈ Cn. Then∫
Cn
h ◦ τλ(w)dµ(w)

=

∫
Cn
h ◦ τλ(w) exp

(
−|w|

2

2

)
1

(2π)n
dm(w)

=

∫
Cn
h(z) exp

(
−|z − λ|

2

2

)
1

(2π)n
dm(z)

=

∫
Cn
h(z) exp

(
−|z|

2

2

)
exp

(
−|λ|

2

2

)
exp (Re(〈λ, z〉)) 1

(2π)n
dm(z)

=

∫
Cn
h(z) |Kz(λ)|2Kλ(λ)−1dµ(z),

where we have used the transformation z = τλ(w).

Furthermore, we denote by P the orthogonal projection from L2(µ) onto
L2
a(µ).

1.4 Toeplitz and Hankel operators

Now we introduce the class of operators which we are interested in. We
use the notation Lpa(ρ) ⊂ Lp(ρ) simultaneously for the weighted Bergman
spaces on Bn,Dn or the Fock spaces on Cn and write P for the orthogonal
projection from L2(ρ) onto L2

a(ρ). The underlying domain Bn,Dn or Cn will
be written as G and for the automorphisms ϕλ, τλ we write κλ (λ ∈ G). In
all three cases, the space

H∞(G) = L∞(ρ) ∩ O(G)

consists of the bounded analytic functions on G. Of course, H∞(G) = C in
the Fock space case.

Definition 1.27 (Toeplitz and Hankel operators). For f ∈ L∞(ρ), we
define the Toeplitz operator Tf : L2

a(ρ) → L2
a(ρ) and the Hankel Operator

Hf : L2
a(ρ)→ L2

a(ρ)⊥ via

Tf = PMf |L2
a(ρ) and Hf = (I − P )Mf |L2

a(ρ),

where
Mf : L2(ρ)→ L2(ρ), g 7→ fg

is the multiplication operator with symbol f . We call f the symbol of the
Toeplitz or Hankel operator, respectively.



14 Chapter 1. Preliminaries

Remark 1.28. Let f ∈ L∞(ρ), g ∈ L2
a(ρ) and z ∈ G. Since

〈P (fg),Kz〉 = 〈fg,Kz〉 ,

we have
(Tfg)(z) = 〈Tfg,Kz〉 =

∫
G
f(w)g(w)Kz(w)dρ(w).

The next propositions describe some basic properties of Toeplitz and
Hankel operators.

Proposition 1.29. If f, g ∈ L∞(ρ), then

Tgf − TgTf = H∗gHf .

Proof. Let f, g ∈ L∞(ρ) and h, k ∈ L2
a(ρ). Then〈

H∗gHfh, k
〉

= 〈Hfh,Hgk〉
= 〈Mfh,Mgk〉 − 〈PMfh,Mgk〉 − 〈Mfh, PMgk〉+ 〈PMfh, PMgk〉
= 〈MgMfh, k〉 − 〈MgPMfh, k〉 − 〈PMfh, PMgk〉+ 〈PMfh, PMgk〉
= 〈PMgMfh, k〉 − 〈MgPMfh, k〉
= 〈(Tgf − TgTf )h, k〉 .

Proposition 1.30. For f ∈ L∞(ρ) and g, h ∈ H∞(G), the identities

(i) Tfh = TfTh,

(ii) Tgf = T ∗g Tf

hold.

Proof. Let f ∈ L∞(ρ), g, h ∈ H∞(G) and k ∈ L2
a(ρ). Then

(i) Tfhk = P (fhk) = P (fPhk) = PMfPMhk = TfThk.

(ii) Tgf = T ∗
fg

= (TfTg)
∗ = T ∗g Tf .

Proposition 1.31. Let f ∈ L∞(ρ). For each λ ∈ G, the following identities
hold:

Tf (Kλ) = (P (f ◦ κλ) ◦ κ−1
λ )Kλ (1.1)

and

Hf (Kλ) = (f − P (f ◦ κλ) ◦ κ−1
λ )Kλ. (1.2)
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Proof. Let f ∈ L∞(ρ) and λ ∈ G.

(i) For the Bergman space let g ∈ A2(Vγ) and h ∈ L2(ρ). Then by Corol-
lary 1.14 we have〈

(h ◦ ϕλ)K
(γ)
λ , (g ◦ ϕλ)K

(γ)
λ

〉
=

∫
Ω
h(ϕλ(w))K

(γ)
λ (w)g(ϕλ(w))K

(γ)
λ (w)dVγ(w)

=

∫
Ω

((hg) ◦ ϕλ)(w)
∣∣∣K(γ)

λ (w)
∣∣∣2 dVγ(w)

=K
(γ)
λ (λ)

∫
Ω

(hg)(u)dVγ(u)

=K
(γ)
λ (λ) 〈h, g〉

=K
(γ)
λ (λ) 〈Pγh, g〉 .

Replacing h once by f and once by Pf , we obtain〈
(f ◦ ϕλ)K

(γ)
λ , (g ◦ ϕλ)K

(γ)
λ

〉
= K

(γ)
λ (λ) 〈Pγf, g〉

=
〈

((Pγf) ◦ ϕλ)K
(γ)
λ , (g ◦ ϕλ)K

(γ)
λ

〉
.

Corollary 1.14 shows that (g/K
(γ)
λ ) ◦ ϕλ ∈ A2(Vγ). If we replace f by

f ◦ ϕλ (∈ L∞(Vγ)) and g by (g/K
(γ)
λ ) ◦ ϕλ, we obtain that〈

(Pγ(f ◦ ϕλ) ◦ ϕλ)K
(γ)
λ , g

〉
=
〈
fK

(γ)
λ , g

〉
=
〈
Pγ(fK

(γ)
λ ), g

〉
holds for all g ∈ A2(Vγ). Finally we have

Tf (K
(γ)
λ ) = Pγ(fK

(γ)
λ ) = (Pγ(f ◦ ϕλ) ◦ ϕλ)K

(γ)
λ .

(ii) For the Fock space, let z ∈ Cn. We see that

Kw(z) = Kλ(z)Kw−λ(z)

= Kz(λ)Kw−λ(z − λ)Kw(λ)Kλ(λ)−1

for all w ∈ Cn, and therefore by Remark 1.28 that

Tf (Kλ)(z) =
Kλ(z)

Kλ(λ)

∫
Cn
f(w)Kz−λ(w − λ) |Kw(λ)|2 dµ(w)

= Kλ(z)

∫
Cn
f ◦ τλ(u)Kz−λ(u)dµ(u)

= Kλ(z)

∫
Cn
P (f ◦ τλ)(u)Kz−λ(u)dµ(u)

= Kλ(z)P (f ◦ τλ)(z − λ)

= P (f ◦ τλ) ◦ τ−λ(z)Kλ(z),
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where we have used Proposition 1.26.

1.5 Berezin transform

We first recall the definition of the Berezin transform.

Definition 1.32. Let kλ = Kλ
‖Kλ‖2

(λ ∈ G). Then kλ ∈ H∞(Ω) ⊂ A2(Vγ)

for Ω = Bn or Ω = Dn and kλ ∈ L2
a(µ) for G = Cn. Hence in the Bergman

space case, for each g ∈ L2(Vγ), we obtain a well-defined function

g̃ : Ω→ C, λ 7→ 〈gkλ, kλ〉 =
1

Kλ(λ)

∫
Ω
g(z)

∣∣∣K(γ)
λ (z)

∣∣∣2 dVγ .

In the Fock space case, the same formula makes sense and defines a function
g̃ : Cn → C at least for each function g ∈ L∞(µ). The function g̃ is called
the Berezin transform of g.

Remark 1.33. Let g ∈ L∞(ρ) and λ ∈ G.

(i) We obtain

g̃(λ) = 〈gkλ, kλ〉 =
1

Kλ(λ)

∫
G
g(z) |Kλ(z)|2 dρ(z)

=

∫
G
g ◦ κλdρ = 〈g ◦ κλ,K0〉 = P (g ◦ κλ)(0),

where we have used Corollaries 1.14 and Proposition 1.26. In the case
g ∈ H∞(G), it follows that

g̃(λ) = (g ◦ κλ)(0) = g(λ).

For the Bergman space, these results hold also for g ∈ A2(Ω).

(ii) We have

g̃(λ) = 〈gkλ, kλ〉 = 〈kλ, gkλ〉
= 〈gkλ, kλ〉 = g̃(λ).

(iii) The Cauchy-Schwarz inequality yields that

|g̃(λ)| ≤ ‖gkλ‖2 ‖kλ‖2 ≤ ‖g‖∞ ,

and therefore
‖g̃‖∞ ≤ ‖g‖∞ .
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The next propostions are basic but helpful results about the Berezin
transform of a function and the interplay with automorphisms and orthogo-
nal projections.

Proposition 1.34. For f ∈ L∞(ρ), we have

(f ◦ κλ)̃ (w) = f̃(κλ(w))

for all λ,w ∈ G.

Proof. Let λ,w ∈ G.

(i) Bergman space: We first claim that the function

U = ϕϕλ(w) ◦ (ϕλ ◦ ϕw)

is in Aut(Ω), unitary and linear. For Ω = Bn, this follows by [8, Theo-
rem 2.2.5]) and Proposition 1.3 (i). For Ω = Dn, the statement is also
true, since the Möbius transformations act in each variable separately.
By Proposition 1.3 we have

ϕλ ◦ ϕw = ϕϕλ(w) ◦ U

and therefore (cf. Remark 1.33 (i))

(f ◦ ϕλ)̃ (w) =

∫
Ω

(f ◦ ϕλ) ◦ ϕwdVγ

=

∫
Ω
f ◦ ϕϕλ(w) ◦ UdVγ

=

∫
Ω
f ◦ ϕϕλ(w)dVγ

= f̃(ϕλ(w)),

where we have used the change of variable formula in the third step.

(ii) Fock space: We have

(f ◦ τλ)̃ (w) =

∫
Cn

(f ◦ τλ) ◦ τwdµ

=

∫
Cn
f ◦ (τλ+w)dµ

= f̃(λ+ w)

= f̃(τλ(w)).

Proposition 1.35. For g ∈ L2
a(ρ), we have P (g) = g(0).
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Proof. Let g ∈ L2
a(ρ) and β ∈ Nn. Since gzβ ∈ L1

a(ρ), we obtain as an
application of the mean value formula (cf. Propositions 1.9 and 1.23) that〈

P (g), zβ
〉

=
〈
g, zβ

〉
=

∫
G
g zβdρ

=

∫
G
gzβdρ

= (gzβ)(0)

= δβ,0g(0).

Thus, Remarks 1.20 and 1.25 yield that

P (g) =
∑
α∈Nn

〈
P (g),

zα

‖zα‖2

〉
zα

‖zα‖2
= g(0).

Proposition 1.36. The identity

P (P (f ◦ κλ)) = f̃(λ)

holds for all f ∈ L∞(ρ) and λ ∈ G.

Proof. Let f ∈ L∞(ρ) and λ ∈ G. Then P (f ◦ κλ) ∈ L2
a(ρ) and therefore

P (P (f ◦ κλ)) = P (f ◦ κλ)(0) =
〈
P (f ◦ κλ), 1

〉
=
〈
f ◦ κλ, 1

〉
= 〈f ◦ κλ, 1〉

= f̃(λ)

where we have used Proposition 1.35 in the first step and Remark 1.33 (i) in
the last step.

1.6 Hilbert-Schmidt operators

In this section we gather the definition and some properties of Hilbert-
Schmidt operators.

Definition 1.37 (Hilbert-Schmidt operator). Let H be a Hilbert space, A
a bounded linear operator on H and (ei)i an orthonormal basis for H. The
operator A is called a Hilbert-Schmidt operator, if

‖A‖2 =

(∑
i

‖Aei‖2
) 1

2

is finite.
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Remark 1.38. Let A be a Hilbert-Schmidt operator on a Hilbert space H. If
(ei)i and (fj)j are orthonormal bases of H, then∑

i

‖Aei‖2 =
∑
i

∑
j

|〈Aei, fj〉|2 =
∑
j

‖A∗fj‖2 .

In particular, the Hilbert-Schmidt norm ‖A‖2 is independent of the orthor-
mal basis chosen to define it.

Lemma 1.39. For a σ-finite and separable measure space (X,Σ, ν), consider
a ∈ L2(X ×X, ν ⊗ ν). Then

A : L2(X, ν)→ L2(X, ν), g 7→ Ag

with
Ag : X → C, x 7→

∫
X
a(x, y)g(y)dν(y) (g ∈ L2(X, ν))

defines a Hilbert-Schmidt operator with ‖A‖2 = ‖a‖2.
Proof. This follows by [3, Theorem 4.5] (and its proof).

Proposition 1.40. Every Hilbert-Schmidt operator on a separable Hilbert
space is compact.

Proof. Let A be a Hilbert-Schmidt operator on a Hilbert space H and let
(ek)k∈N be a orthonormal basis of H. We will show that A can be approxi-
mated by operators with finite rank. Define

Ak : H → H, h 7→
k∑
i=0

〈h, ei〉Aei,

which is an operator with finite rank. For h ∈ H with ‖h‖ = 1, we have

‖A−Ak‖ ≤ ‖(A−Ak)h‖

=

∥∥∥∥∥
∞∑

i=k+1

〈h, ei〉Aei

∥∥∥∥∥ ≤
∞∑

i=k+1

|〈h, ei〉| ‖Aei‖

≤

( ∞∑
i=k+1

|〈h, ei〉|2
) 1

2
( ∞∑
i=k+1

‖Aei‖2
) 1

2

≤ ‖h‖

( ∞∑
i=k+1

‖Aei‖2
) 1

2

=

( ∞∑
i=k+1

‖Aei‖2
) 1

2

→ 0

as k →∞, where we have used the Cauchy-Schwarz inequality.
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Chapter 2

Compactness of Toeplitz and
Hankel operators

The goal of this chapter is to give a characterization of compact Toeplitz
and Hankel operators. Since the proofs differ in the Bergman space and
Fock space case, we split the proofs. The last section contains some corol-
laries, which will be useful in the next chapters. Throughout the chapter,
we consider f to be in L∞(ρ).

2.1 The main result

We use
λ→ ∆

as a shortcut for the statements

(i) For all sequences (λk)k in Ω with limit point in ∂Ω (Bergman space),

(ii) For all sequences (λk)k in Cn with |λk| → ∞ as k →∞ (Fock space).

Proposition 2.1. We have
kλ → 0

weakly in L2
a(ρ) as λ→ ∆.

Proof. Let g ∈ C [z1, . . . , zn] be a polynomial. With Remark 1.17 we obtain
that

〈g, kλ〉 =

〈
g,

Kλ

‖Kλ‖2

〉
= Kλ(λ)−

1
2 g(λ).

For the Bergman space, we obtain

〈g, kλ〉 = Kλ(λ)−
1
2 g(λ)→ 0

21
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as λ→ ∆, since Kλ(λ)→∞ as λ→ ∆ and g is bounded.
For the Fock space, we see

〈g, kλ〉 = exp

(
−1

4
|λ|2
)
g(λ)→ 0

as λ→ ∆.
By Remarks 1.20 and 1.25 the polynomials are dense in L2

a(ρ). Hence kλ
converges weakly to 0 as λ→ ∆.

Remark 2.2. An operator T on a Hilbert space H is compact if and only if

‖Thk‖ → 0

as k →∞ for all sequences (hk)k∈N in H which converge weakly to 0.

Theorem 2.3. Let f ∈ L∞(ρ) and Q be either P or I −P . The statements

(i) QMf |L2
a(ρ) is compact;

(ii) ‖QMfkλ‖2 → 0 as λ→ ∆;

(iii) ‖Q(f ◦ κλ)‖2 → 0 as λ→ ∆

are equivalent.

Proof. Suppose thatf ∈ L∞(ρ).
(i) implies (ii): Let QMf |L2

a(ρ) be compact. By Proposition 2.1 and the above
remark we have

‖QMfkλ‖2 → 0

as λ→ ∆.
(ii) implies (iii): Let λ ∈ G. By Proposition 1.31 we obtain that

QMf (Kλ) = (Q(f ◦ κλ) ◦ κ−1
λ )Kλ.

Hence

‖QMfkλ‖22 =

∥∥∥∥QMf

(
Kλ

‖Kλ‖2

)∥∥∥∥2

2

=
1

Kλ(λ)

∫
G

∣∣(Q(f ◦ κλ) ◦ κ−1
λ )(z)

∣∣2 |Kλ(z)|2 dρ(z)

=

∫
G
|Q (f ◦ κλ) (z)|2 dρ(z)

= ‖Q(f ◦ κλ)‖22 ,

where we have used Corollary 1.14 and Proposition 1.26. This leads to

‖Q(f ◦ κλ)‖2 → 0 (λ→ ∆).

The remaining implication will be shown in the next sections.
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2.2 Bergman space

To verify the last implication in Theorem 2.3 we need some results from
function theory on the unit ball as well as some integral estimates.

Lemma 2.4. For the function

MΩ : [1,∞)× (0,∞)→ R ∪ {∞},

(q, ε) 7→ sup
λ∈Ω

∫
Ω

∣∣∣K(γ)
λ (w)

∣∣∣(1−2ε)q
K(γ)
w (w)εqdVγ(w),

there exist qΩ > 1 and εΩ > 0 such that MΩ(qΩ, εΩ) < ∞ and MΩ(1, εΩ) <
∞.

Before proving this statement, we recall the following result.

Proposition 2.5 (Theorem 1.12 in [13]). Let c ∈ R and t > −1 and define
the function

Jc,t : Bn → C, z 7→
∫
Bn

(1− |w|2)t

|1− 〈z, w〉|n+1+t+cdV (w).

(i) If c < 0, then Jc,t is bounded in Bn.

(ii) If c = 0, then
Jc,t(z)

log
(

1
1−|z|2

)
has a positive finte limit as |z| ↑ 1.

Proof of Lemma 2.4. First we consider the case Ω = Bn.
Note that

MBn(q, ε) =
Γ(n+ 1 + γ)

n!Γ(1 + γ)
sup
λ∈Bn

Jc,t(λ)

with

t = γ − (n+ 1 + γ)εq

and

c = (n+ 1 + γ)(q − εq − 1).

The conditions t > −1 and c < 0 are equivalent to

q − 1 < εq <
1 + γ

(n+ 1 + γ)
.
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Thus, if we set

εBn =
1

2
((

n
1+γ

)
+ 1
) , qBn =

2
(

n
1+γ

)
+ 3

2

2
(

n
1+γ

)
+ 1

,

then the above chain of inequalities is satisfied with (q, ε) = (1, εBn) and
(q, ε) = (qBn , εBn).
For the polydisc, choose

εDn =
1

2
((

1
1+γ0

)
+ 1
) , qDn =

2
(

1
1+γ0

)
+ 3

2

2
(

1
1+γ0

)
+ 1

,

where γ0 = mini=1,...,n γi. Then

q − 1 < εq <
1 + γi

(n+ 1 + γi)

and the same inequalities with q = 1 hold for all i = 1, . . . , n. Since

MDn(q, ε) =
n∏
i=1

MD(q, ε)

for all (q, ε) ∈ [1,∞)× (0,∞), the result follows.

Lemma 2.6. For a nonnegative measurable function H on Ω× Ω, 1 < q <
∞, p = q

q−1 and ε > 0, we have, for all w ∈ Ω,∫
Ω
H(w,ϕw(z))

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
z (z)εdVγ(z)

≤K(γ)
w (w)εMΩ(q, ε)

1
q

(∫
Ω
H(w, z)pdVγ(z)

) 1
p

.

Proof. Let H be a nonnegative measurable function on Ω × Ω, 1 < q < ∞,
p = q

q−1 , ε > 0 and w ∈ Ω. With Corollary 1.14 and Remark 1.11 we obtain∫
Ω
H(w,ϕw(z))

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
z (z)εdVγ(z)

=

∫
Ω
H(w, u)

∣∣∣K(γ)
w (ϕw(u))

∣∣∣K(γ)
ϕw(u)(ϕw(u))ε

∣∣∣K(γ)
w (u)

∣∣∣2
K

(γ)
w (w)

dVγ(u)

=K(γ)
w (w)ε

∫
Ω
H(w, u)

∣∣∣K(γ)
w (u)

∣∣∣1−2ε
K(γ)
u (u)εdVγ(u)

≤K(γ)
w (w)εMΩ(q, ε)

1
q

(∫
Ω
H(w, z)pdVγ(z)

) 1
p

,

where we have used the substitution z = ϕw(u) and the Hölder inequality.
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Lemma 2.7. Let ε > 0. Then, for all z ∈ Ω,∫
Ω
|Pγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤MΩ(1, ε)2 ‖f‖∞,γ K
(γ)
z (z)ε

and ∫
Ω
|f(z)− Pγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤2MΩ(1, ε)2 ‖f‖∞,γ K
(γ)
z (z)ε.

Proof. Let ε > 0 and z ∈ Ω.

(i) With Proposition 1.31 and Remark 1.28 we see, for w ∈ Ω,

|Pγ(f ◦ ϕw)(ϕw(z))|
∣∣∣K(γ)

w (z)
∣∣∣ =

∣∣∣Tf (K(γ)
w )(z)

∣∣∣
=

∣∣∣∣∫
Ω
f(u)K(γ)

w (u)K
(γ)
z (u)dVγ(u)

∣∣∣∣
≤ ‖f‖∞,γ

∫
Ω

∣∣∣K(γ)
w (u)

∣∣∣ ∣∣∣K(γ)
z (u)

∣∣∣ dVγ(u)

and therefore, using Fubini’s theorem, we find that∫
Ω
|Pγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤‖f‖∞,γ
∫

Ω

∣∣∣K(γ)
z (u)

∣∣∣ (∫
Ω

∣∣∣K(γ)
w (u)

∣∣∣K(γ)
w (w)εdVγ(w)

)
dVγ(u).

By the proof of Lemma 2.6 we see that, if we choose H ≡ 1, the result
there holds also for q = 1. Thus

‖f‖∞,γ
∫

Ω

∣∣∣K(γ)
z (u)

∣∣∣ (∫
Ω

∣∣∣K(γ)
w (u)

∣∣∣K(γ)
w (w)εdVγ(w)

)
dVγ(u)

≤‖f‖∞,γ
∫

Ω

∣∣∣K(γ)
z (u)

∣∣∣MΩ(1, ε)K(γ)
u (u)εdVγ(u)

≤MΩ(1, ε)2 ‖f‖∞,γ K
(γ)
z (z)ε.

(ii) If we use part (i) (with f ≡ 1) and the triangle inequality, we obtain∫
Ω
|f(z)− Pγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤
∫

Ω

(
‖f‖∞,γ + |Pγ(f ◦ ϕw)(ϕw(z))|

) ∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤2MΩ(1, ε)2 ‖f‖∞,γ K
(γ)
z (z)ε.
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Proposition 2.8. For q ∈ (1,∞), we have

‖Pγf‖q,γ ≤ Cq,γ ‖f‖∞,γ

with a suitable constant Cq.

Proof. Let q ∈ (1,∞) and let f ∈ L∞(Vγ). Since

‖Pγf‖qq,γ ≤ ‖f‖
q
∞,γ

∫
Ω

(∫
Ω

∣∣∣K(γ)
z (w)

∣∣∣ dVγ(w)

)q
dVγ(z),

it is enough to show that the integral on the right side is bounded.
For Ω = Bn, we see by Proposition 2.5 that

C = lim
|z|↑1

∫
Bn

(1−|w|2)γ

|1−〈z,w〉|n+1+γ dm(w)

log
(

1
1−|z|2

) ∈ (0,∞)

exists. Choose R > 1 such that∫
Bn

(1− |w|2)γ

|1− 〈z, w〉|n+1+γ dm(w) ≤ 2C log

(
1

1− |z|2

)
for R < |z| < 1. For |z| ≤ R, the same integral can be estimated by∫

Bn

(1− |w|2)γ

|1− 〈z, w〉|n+1+γ dm(w) ≤ 1

(1−R)n+1+γ

∫
Bn

(1− |w|2)γdm(w).

Since log
(

e
1−|z|2

)
(1−R)n+1+γ is continuous and never zero, for |z| ≤ R,

there exists a constant C ′ > 0 such that∫
Bn

(1− |w|2)γ

|1− 〈z, w〉|n+1+γ dm(w) ≤ C ′ log

(
e

1− |z|2

)
for all z ∈ Bn.
Choose s > 0 such that γ − sq > −1. Since

lim
t→∞

log(t)t−s = 0,

the function  log
(

e
1−|z|2

)
(

e
1−|z|2

)s
q

is bounded for z ∈ Bn. Hence there is a constant C ′′ > 0 such that(∫
Bn

(1− |w|2)γ

|1− 〈z, w〉|n+1+γ dm(w)

)q (
1− |z|2

)γ
≤ C ′′

(
1− |z|2

)γ−sq
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for z ∈ Bn. It follows that

∫
Bn

(∫
Bn

(1− |w|2)γ

|1− 〈z, w〉|n+1+γ dm(w)

)q (
1− |z|2

)γ
dm(z) <∞.

For Ω = Dn, we observe that

∫
Dn

(∫
Dn

∣∣∣K(γ)
z (w)

∣∣∣ dVγ(w)

)q
dVγ(z)

=cγ

n∏
i=1

∫
D

∫
D

(
1− |wi|2

)γi
(1− ziwi)2+γi

dm(wi)

q (
1− |zi|2

)γi
dm(zi)

with a suitable constant cγ . Hence the result follows by the previous proof
for the unit ball with n = 1.

Proposition 2.9 (Schur Test). Let (X,Σ, ν) be a measure space and let
F : X × X → C be a measurable function. If there are a strictly positive
measurable function h on X and positive numbers α and β such that∫

X
|F (x, y)|h(y)dν(y) ≤ αh(x) (for almost every x ∈ X)

and

∫
X
|F (x, y)|h(x)dν(x) ≤ βh(y) (for almost every y ∈ X),

then

A : L2(X, ν)→ L2(X, ν), g 7→ Ag

with

Ag : X → C, x 7→
∫
X
F (x, y)g(y)dν(y) (g ∈ L2(X, ν))

defines a bounded linear operator with ‖A‖2 ≤ αβ.

Proof. Let g ∈ L2(X, ν). Then by Hölder’s inequality and Fubini’s theorem
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we have

‖Ag‖22 =

∫
X

∣∣∣∣∫
X
F (x, y)g(y)dν(y)

∣∣∣∣2 dν(x)

≤
∫
X

(∫
X
|F (x, y)| |g(y)| dν(y)

)2

dν(x)

=

∫
X

(∫
X

√
|F (x, y)|

√
h(y)

(√
|F (x, y)|
h(y)

|g(y)|

)
dν(y)

)2

dν(x)

≤
∫
X

(∫
X
|F (x, y)|h(y)dν(y)

)(∫
X

|F (x, y)|
h(y)

|g(y)|2 dν(y)

)
dν(x)

≤
∫
X
αh(x)

(∫
X

|F (x, y)|
h(y)

|g(y)|2 dν(y)

)
dν(x)

= α

∫
X

|g(y)|2

h(y)

(∫
X
|F (x, y)|h(x)dν(x)

)
dν(y)

≤ α
∫
X

|g(y)|2

h(y)
βh(y)dν(y)

= αβ

∫
X
|g(y)|2 dν(y).

We now present the main result of this section.

Theorem 2.10. Let Qγ be either Pγ or I − Pγ. The statements

(i) QγMf |A2(Vγ) is compact;

(ii)
∥∥∥QγMfk

(γ)
λ

∥∥∥
2,γ
→ 0 as λ→ ∂Ω;

(iii) ‖Qγ(f ◦ ϕλ)‖2,γ → 0 as λ→ ∂Ω;

(iv) ‖Qγ(f ◦ ϕλ)‖p,γ → 0 as λ→ ∂Ω for all p ∈ [1,∞)

are equivalent.

Proof. In Section 2.1 we proved already that (i) implies (ii) and that (ii)
implies (iii).
(iii) implies (iv): Suppose that ‖Qγ(f ◦ ϕλ)‖2,γ → 0 as λ → ∂Ω and let
p ∈ [1,∞) be arbitrary. If p ≤ 2, then

‖Qγ(f ◦ ϕλ)‖p,γ ≤ ‖Qγ(f ◦ ϕλ)‖2,γ → 0
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as λ→ ∂Ω, since Lp(Vγ) ⊂ L2(Vγ) and the inclusion mapping is contractive.
Otherwise, if p > 2, then for F = |Qγ(f ◦ ϕλ)|p∫

Ω
FdVγ =

∫
Ω
F

1
2pF

1− 1
2pdVγ

≤
(∫

Ω
F

2
pdVγ

) 1
4
(∫

Ω
F

4
3

(
1− 1

2p

)
dVγ

) 3
4

by Hölder’s inequality. This can be rewritten as

‖Qγ(f ◦ ϕλ)‖pp,γ ≤ ‖Qγ(f ◦ ϕλ)‖
1
2
2,γ ‖Qγ(f ◦ ϕλ)‖p−

1
2

q,γ

with q = 2
3(2p− 1) > 1. Thus by Proposition 2.8 we obtain

‖Qγ(f ◦ ϕλ)‖pp,γ ≤ ‖Qγ(f ◦ ϕλ)‖
1
2
2,γ

(
(Cq,γ + 1) ‖f‖∞,γ

)p− 1
2 → 0

as λ→ ∂Ω.
(iv) implies (i): Suppose that (iv) holds. By Schauder’s theorem it suffices
to show that (QγMf |A2(Vγ))

∗ is compact. Furthermore, we only need to
prove that one can approximate (QγMf |A2(Vγ))

∗ by compact operators in
the operator norm. For g ∈ L2(Vγ), we have (QγMf |A2(Vγ))

∗g ∈ A2(Vγ) and

((QγMf |A2(Vγ))
∗g)(w) =

〈
(QγMf |A2(Vγ))

∗g,K(γ)
w

〉
=
〈
g,QγMfK

(γ)
w

〉
=
〈
g, (Qγ(f ◦ ϕw) ◦ ϕw)K(γ)

w

〉
=

∫
Ω
g(z)Qγ(f ◦ ϕw)(ϕw(z))K

(γ)
w (z)dVγ(z),

for w ∈ Ω, where we have used Proposition 1.31. We will show that, for
0 < r < 1, the operator

Sr : L2(Vγ)→ L2(Vγ), g 7→ Srg

with

Srg : Ω→ C, w 7→ χrΩ(w)

∫
Ω
g(z)Qγ(f ◦ ϕw)(ϕw(z))K

(γ)
w (z)dVγ(z)

is compact. With Corollary 1.14 we obtain∫
Ω

(∫
Ω
χrΩ(w)

∣∣∣Qγ(f ◦ ϕw)(ϕw(z))K(γ)
w (z)

∣∣∣2 dVγ(z)

)
dVγ(w)

=

∫
Ω
χrΩ(w)K(γ)

w (w) ‖Qγ(f ◦ ϕw)‖22,γ dVγ(w)

=

∫
rΩ
K(γ)
w (w) ‖Qγ(f ◦ ϕw)‖22,γ dVγ(w)

≤K(γ)
r (r) ‖f‖2∞,γ <∞,
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i.e., χrΩ(w)Qγ(f ◦ ϕw)(ϕw(z))K
(γ)
w (z) ∈ L2(Ω × Ω, Vγ ⊗ Vγ) (Tonelli) and

therefore Sr is a Hilbert-Schmidt operator by Lemma 1.39. By Proposition
1.40 Sr is compact. If we set

F : Ω× Ω→ C, (w, z) 7→ χΩ\rΩ(w)Qγ(f ◦ ϕw)(ϕw(z))K
(γ)
w (z),

we obtain

(((QγMf |A2(Vγ))
∗ − Sr)g)(w) =

∫
Ω
F (w, z)g(z)dVγ(z),

for all g ∈ L2(Vγ) and w ∈ Ω. To complete the proof, we verify

lim
r→1

∥∥Sr − (QγMf |A2(Vγ))
∗∥∥ = 0.

Set ε = εΩ, q = qΩ with εΩ, qΩ as in Lemma 2.4 and let p = q
q−1 . For

w, z ∈ Ω, we define

(i) h(w) = K
(γ)
w (w)ε,

(ii) H(w, z) = χΩ\rΩ(w) |Qγ(f ◦ ϕw)(z)|,

(iii) α = MΩ(q, ε)
1
q sup

{
‖Qγ(f ◦ ϕλ)‖p,γ ; λ ∈ Ω \ rΩ

}
,

(iv) β = 2MΩ(1, ε)2 ‖f‖∞,γ .

By Lemma 2.6 we have, for w ∈ Ω,∫
Ω
|F (w, z)|h(z)dVγ(z)

=

∫
Ω
χΩ\rΩ(w) |Qγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
z (z)εdVγ(z)

=

∫
Ω
H(w,ϕw(z))

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
z (z)εdVγ(z)

≤K(γ)
w (w)εMΩ(q, ε)

1
q

(∫
Ω
H(w, z)pdVγ(z)

) 1
p

=K(γ)
w (w)εMΩ(q, ε)

1
q

(∫
Ω
χΩ\rΩ(w) |Qγ(f ◦ ϕw)(z)|p dVγ(z)

) 1
p

≤K(γ)
w (w)εMΩ(q, ε)

1
q sup

{
‖Qγ(f ◦ ϕλ)‖p,γ ; λ ∈ Ω \ rΩ

}
=αh(w)



2.2. Bergman space 31

as well as, for z ∈ Ω,∫
Ω
|F (w, z)|h(w)dVγ(w)

=

∫
Ω
χΩ\rΩ(w) |Qγ(f ◦ ϕw)(ϕw(z))|

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤2MΩ(1, ε)2 ‖f‖∞,γ K
(γ)
z (z)ε

=βh(z)

by Lemma 2.7. Thus the conditions of the Schur Test (Proposition 2.9) are
satisfied and by hypothesis

α→ 0

as r → 1. Thus ∥∥(QγMf |A2(Vγ))
∗ − Sr

∥∥2 ≤ αβ → 0

as r → 1.

Corollary 2.11. Let g ∈ C(cl(Bn)). Then Hg is compact.

Proof. Suppose g ∈ C(cl(Bn)) and z ∈ Bn. Let (λk)k be a sequence in Bn
with limit λ ∈ ∂Bn. Then by the proof of Proposition 1.4 and the dominated
convergence theorem, we have

lim
k→∞

‖g ◦ ϕλk − g(λk)‖2,γ = 0,

since g ∈ C(cl(Bn)). From this, we obtain with g(λk) ∈ A2(Vγ) (k ∈ N)

‖(I − Pγ) (g ◦ ϕλk)‖2,γ = ‖(I − Pγ)(g ◦ ϕλk − g(λk))‖2,γ
≤ ‖g ◦ ϕλk − g(λk)‖2,γ → 0

as k →∞. By Theorem 2.3 Hg is compact.

The following Lemma will be useful for corollaries of the preceding the-
orem.

Lemma 2.12. The map

·̃ : L2(Vγ)→ L2(Vγ), g 7→ g̃

is a well-defined bounded linear operator.

Proof. Let g ∈ L2(Vγ), ε = εΩ as in Lemma 2.4 and let CΩ,γ be the constant
from Proposition 1.12. For w, z ∈ Ω, define

(i) F (w, z) =

∣∣∣K(γ)
w (z)

∣∣∣2
K

(γ)
w (w)

,
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(ii) h(w) = K
(γ)
w (w)ε,

(iii) α = β = CΩ,γMΩ(1, ε)2.

With Proposition 1.12 we see, for w, z ∈ Ω,

F (w, z) =

∣∣∣K(γ)
w (z)

∣∣∣2
K

(γ)
w (w)

≤ CΩ,γ

∣∣∣K(γ)
w (z)

∣∣∣
and hence by Lemma 2.7 that, for z ∈ Ω,∫

Ω
|F (w, z)|h(w)dVγ(w) ≤ CΩ,γ

∫
Ω

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
w (w)εdVγ(w)

≤ CΩ,γMΩ(1, ε)2K(γ)
z (z)ε

as well as, for w ∈ Ω,∫
Ω
|F (w, z)|h(z)dVγ(z) ≤ CΩ,γ

∫
Ω

∣∣∣K(γ)
w (z)

∣∣∣K(γ)
z (z)εdVγ(z)

≤ CΩ,γMΩ(1, ε)2K(γ)
w (w)ε.

Thus the conditions of the Schur test (Proposition 2.9) are satisfied, i.e., the
map ·̃ is a bounded linear operator on L2(Vγ) with

‖g̃‖2,γ ≤ CΩ,γMΩ(1, εΩ)2 ‖g‖2,γ ,

for all g ∈ L2(Vγ).

2.3 Fock space

For the Fock space, we proceed similarly to the previous chapter, i.e., we
begin by stating some integral estimates.

Lemma 2.13. We have∫
Cn
|Kλ(z)|p e−

a
2
〈z,z〉 1

(2π)n
dm(z) =

(
1

a

)n
e
p2

8a
〈λ,λ〉,

for all λ ∈ Cn, a > 0 and p ≥ 0.
Furthermore, we have

|(Pf)(λ)| ≤ ‖f‖∞ e
1
8
〈λ,λ〉

for all λ ∈ Cn.
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Proof. Suppose λ ∈ Cn, a > 0 and p ≥ 0. We obtain∫
Cn
|Kλ(z)|p e−

a
2
〈z,z〉 1

(2π)n
dm(z)

=

∫
Cn

∣∣∣∣Kλ

(
1√
a
u

)∣∣∣∣p e− 1
2
〈u,u〉 1

(2π)n

(
1√
a

)2n

dm(u)

=

(
1

a

)n ∫
Cn

∣∣∣∣Kλ

(
1√
a
u

)∣∣∣∣p dµ(u)

=

(
1

a

)n ∫
Cn
e
p
2

Re
(〈

1√
a
u,λ
〉)

dµ(u)

=

(
1

a

)n ∫
Cn
e

Re
(〈
u, p

2
√
a
λ
〉)

dµ(u)

=

(
1

a

)n ∫
Cn

∣∣∣∣K (u, p

2
√
a
λ

)∣∣∣∣2 dµ(u)

=

(
1

a

)n
K

(
p

2
√
a
λ,

p

2
√
a
λ

)
=

(
1

a

)n
e
p2

8a
〈λ,λ〉,

where we have used the transformation u =
√
az and Proposition 1.26 with

h ≡ 1.
Furthermore, we have

Pf(λ) = 〈Pf,Kλ〉 = 〈f,Kλ〉 =

∫
Cn
f(z)Kλ(z)dµ(z)

and therefore

|Pf(λ)| ≤ ‖f‖∞
∫
Cn
|Kλ(z)| e−

1
2
〈z,z〉 1

(2π)n
dm(z) = ‖f‖∞ e

1
8
〈λ,λ〉,

where we have used the first identity with p = a = 1.

Lemma 2.14. For a nonnegative measurable function H on Cn × Cn with
H(w, z) ≤ Be

〈z,z〉
8 for a constant B and all z, w ∈ Cn, there exists a constant

Cn,B such that ∫
Cn
H(w, τ−w(z)) |Kw(z)|Kz(z)

1
2 dµ(z)

≤Cn,BKw(w)
1
2

(∫
Cn
H(w, z)2dµ(z)

) 1
4

for all w ∈ Cn.
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Proof. Let H be as described and w ∈ Cn. With the change of variables
formula, we obtain∫

Cn
H(w, τ−w(z)) |Kw(z)|Kz(z)

1
2 dµ(z)

=

∫
Cn
H(w, τ−w(z)) exp

(
1

2
Re(〈z, w〉) +

1

4
〈z, z〉 − 1

2
〈z, z〉

)
dm(z)

(2π)n

=

∫
Cn
H(w, u) exp

(
1

2
Re(〈u+ w,w〉)− 1

4
〈u+ w, u+ w〉

)
dm(u)

(2π)n

=

∫
Cn
H(w, u) exp

(
1

4
|w|2 − 1

4
|u|2
)

dm(u)

(2π)n

= Kw(w)
1
2

∫
Cn
H(w, u)e−

〈u,u〉
4

1

(2π)n
dm(u),

where we have used the substitution z = τw(u). The Hölder inequality and
Lemma 2.13 (with a = 1

6 and p = 0) yields that∫
Cn
H(w, u)e−

〈u,u〉
4

1

(2π)n
dm(u)

=

∫
Cn
H(w, u)e−

3
16
〈u,u〉e−

1
16
〈u,u〉 1

(2π)n
dm(u)

≤
(∫

Cn
H(w, u)4e−

3
4
〈u,u〉 1

(2π)n
dm(u)

) 1
4
(∫

Cn
e−
〈u,u〉
12

1

(2π)n
dm(u)

) 3
4

≤
(
B2

∫
Cn
H(w, u)2e−

〈u,u〉
2

1

(2π)n
dm(u)

) 1
4

6
3
4
n

= Cn,B

(∫
Cn
H(w, z)2dµ(z)

) 1
4

with Cn,B = 6
3
4
nB

1
2 .

Lemma 2.15. For z ∈ Cn, we have∫
Cn
|P (f ◦ τw)(τ−w(z))| |Kw(z)|Kw(w)

1
2 dµ(w) ≤ 22n ‖f‖∞Kz(z)

1
2

and∫
Cn
|(I − P )(f ◦ τw)(τ−w(z))| |Kw(z)|Kw(w)

1
2 dµ(w) ≤ 22n+1 ‖f‖∞Kz(z)

1
2 .

Proof. Let z ∈ Cn. As in Lemma 2.7 it suffices to show the first inequality
and the same calculation (with ε = 1

2) shows that∫
Cn
|P (f ◦ τw)(τw(z))| |Kw(z)|Kw(w)

1
2 dµ(w)

≤‖f‖∞
∫
Cn
|Kz(u)|

(∫
Cn
|Kw(u)|Kw(w)

1
2 dµ(w)

)
dµ(u).
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Hence Lemma 2.13 (with a = 1
2 and p = 1) yields that∫

Cn
|P (f ◦ τw)(τw(z))| |Kw(z)|Kw(w)

1
2 dµ(w)

≤‖f‖∞
∫
Cn
|Kz(u)| 2nKu(u)

1
2 dµ(u)

=22n ‖f‖∞Kz(z)
1
2 .

With these estimates the proof of the following thoerom is similiar to the
proof of Theorem 2.10.

Theorem 2.16. Let Q be either P or I − P . The following statements are
equivalent:

(i) QMf |L2
a(µ) is compact.

(ii) ‖QMfkλ‖2 → 0 as |λ| → ∞.

(iii) ‖Q(f ◦ τλ)‖2 → 0 as |λ| → ∞.

Proof. In Section 2.1 we proved already that (i) implies (ii) and that (ii)
implies (iii).
Suppose that (iii) holds. By Schauder’s theorem it suffices to show that
(QMf |L2

a(µ))
∗ is compact. Furthermore, we only need to prove that we can

approximate (QMf |L2
a(µ))

∗ by compact operators in the operator norm. For
g ∈ L2(µ), we have (QMf |L2

a(µ))
∗g ∈ L2

a(µ) and

((QMf |L2
a(µ))

∗g)(w) =
〈
(QMf |L2

a(µ))
∗g,Kw

〉
= 〈g,QMfKw〉

= 〈g, (Q(f ◦ τw) ◦ τ−w)Kw〉

=

∫
Ω
g(z)Q(f ◦ τw)(τ−w(z))Kw(z)dµ(z),

where we have used Proposition 1.31. We will show that, for R ∈ (0,∞),
the operator

SR : L2(µ)→ L2(µ), g 7→ SRg,

with

(SRg)(w) = χRBn(w)

∫
Cn
g(z)Q(f ◦ τw)(τ−w(z))Kw(z)dµ(z),
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is compact. With Proposition 1.26 we obtain

∫
Cn

(∫
Cn
χRBn(w) |Q(f ◦ τw)(τ−w(z))Kw(z)|2 dµ(z)

)
dµ(w)

=

∫
Cn
χRBn(w)Kw(w) ‖Q(f ◦ τw)‖22 dµ(w)

=

∫
RBn

Kw(w) ‖Q(f ◦ τw)‖22 dµ(w)

≤KR(R) ‖f‖2∞ <∞,

i.e., χRBn(w)Q(f ◦ τw)(τ−w(z))Kw(z) ∈ L2(Cn × Cn, µ ⊗ µ) (Tonelli) and
therefore SR is a Hilbert-Schmidt operator by Lemma 1.39. By Proposition
1.40 SR is compact. If we set

F : Cn × Cn → C, (w, z) 7→ χCn\RBn(w)Q(f ◦ τw)(τ−w(z))Kw(z),

we obtain

(((QMf |L2
a(µ))

∗ − SR)g)(w) =

∫
Cn
F (w, z)g(z)dµ(z)

for all g ∈ L2(µ) and w ∈ Cn. To complete the proof, we verify that

lim
R→∞

∥∥SR − (QMf |L2
a(µ))

∗∥∥ = 0.

Therefore, for w, z ∈ Cn, we define

(i) h(w) = Kw(w)
1
2 ,

(ii) B = 2 ‖f‖∞,

(iii) H(w, z) = χCn\RBn(w) |Q(f ◦ τw)(z)|,

(iv) α = Cn,B sup

{
‖Q(f ◦ τλ)‖

1
2
2 ; λ ∈ Cn \RBn

}
,

(v) β = 22n+1 ‖f‖∞.
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By Lemma 2.14 and 2.13 we have, for w ∈ Cn,∫
Cn
|F (w, z)|h(z)dµ(z)

=

∫
Cn
χCn\RBn(z) |Q(f ◦ τw)(τ−w(z))| |Kw(z)|Kz(z)

1
2 dµ(z)

=

∫
Cn
H(w, τ−w(z)) |Kw(z)|Kz(z)

1
2 dµ(z)

≤Cn,BKw(w)
1
2

(∫
Cn
H(w, z)2dµ(z)

) 1
4

=Cn,BKw(w)
1
2

(∫
Cn
χCn\RBn(w) |Q(f ◦ τw)(z)|2 dµ(z)

) 1
4

≤Cn,BKw(w)
1
2 sup

{
‖Q(f ◦ τλ)‖

1
2
2 ; λ ∈ Cn \RBn

}
=αh(w)

as well as, for z ∈ Cn,∫
Cn
|F (w, z)|h(w)dµ(w)

=

∫
Cn
χCn\RBn(w) |Q(f ◦ τw)(τ−w(z))| |Kw(z)|Kw(w)

1
2 dµ(w)

≤22n+1 ‖f‖∞Kz(z)
1
2

=βh(z)

by Lemma 2.15. Thus the conditions of the Schur test (Proposition 2.9) are
satisfied and by hypothesis

α→ 0

as R→∞. Thus ∥∥(QγMf |L2
a(µ))

∗ − SR
∥∥2 ≤ αβ → 0

as R→∞.

The following lemma together with Lemma 2.12 will be used to proof
Proposition 2.22.

Lemma 2.17. For g ∈ L∞(µ), there is a constant Cg,n such that

‖g̃ ◦ τλ − P (g ◦ τλ)‖2 ≤ Cg,n ‖(I − P ) (g ◦ τλ)‖
1
4
2

for all λ ∈ Cn.
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Proof. Suppose g ∈ L∞(µ) and λ ∈ Cn. With Lemma 2.13 and Remark
1.33, we obtain

|g̃(w)− (Pg)(w)| ≤ |g̃(w)|+ |(Pg)(w)|

≤ ‖g‖∞ + ‖g‖∞ e
1
8
〈w,w〉

≤ 2 ‖g‖∞ e
1
8
〈w,w〉.

On the other hand, the function (Pg)Kw lies in L2
a(µ) for all w ∈ Cn, since

each factor is holomorphic and∫
Cn
|(Pg)(z)|2 |Kw(z)|2 dµ(z) ≤ ‖g‖2∞

∫
Cn
e

1
4
〈z,z〉 |Kw(z)|2 dµ(z)

= ‖g‖2∞
∫
Cn
|Kw(z)|2 e−

1
4
〈z,z〉 1

(2π)n
dm(z)

= ‖g‖2∞ 2ne〈w,w〉 <∞

for all w ∈ Cn, where we have used Lemma 2.13 twice. Hence

(Pg)(w)e
1
2
〈w,w〉 = (Pg)(w)Kw(w)

= 〈(Pg)Kw,Kw〉

=

∫
Cn

(Pg)(z) |Kw(z)|2 dµ(z).

The definition of the Berezin transform yields that

|g̃(w)− (Pg)(w)| ≤ e−
1
2
〈w,w〉

∫
Cn
|g(z)− (Pg)(z)| |Kw(z)|2 dµ(z).

If we combine the two inequalities, we obtain, using Fubini’s theorem and
Lemma 2.13, that

‖g̃ − Pg‖22

=

∫
Cn
|g̃(w)− (Pg)(w)|2 e−

1
2
〈w,w〉 1

(2π)n
dm(w)

≤2 ‖g‖∞
∫
Cn
|g(z)− (Pg)(z)|

(∫
Cn
|Kw(z)|2 e−

7
8
〈w,w〉 1

(2π)n
dm(w)

)
dµ(z)

=2 ‖g‖∞
∫
Cn
|g(z)− (Pg)(z)|

(
4

7

)n
e

2
7
〈z,z〉dµ(z)

=2

(
4

7

)n
‖g‖∞

∫
Cn
|g(z)− (Pg)(z)| e−

3
14
〈z,z〉 1

(2π)n
dm(z).
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The Hölder inequality yields that∫
Cn
|g(z)− (Pg)(z)| e−

3
14
〈z,z〉 1

(2π)n
dm(z)

=

∫
Cn
e−

3
112
〈z,z〉 |g(z)− (Pg)(z)| e−

3
16
〈z,z〉 1

(2π)n
dm(z)

≤
(∫

Cn
e−

1
28
〈z,z〉dm(z)

(2π)n

) 3
4
(∫

Cn
|g(z)− (Pg)(z)|4 e−

3
4
〈z,z〉dm(z)

(2π)n

) 1
4

=cn

(∫
Cn
|g(z)− (Pg)(z)|4 e−

3
4
〈z,z〉 1

(2π)n
dm(z)

) 1
4

≤cn
(∫

Cn
4 ‖g‖2∞ |g(z)− (Pg)(z)|2 e−

1
2
〈z,z〉 1

(2π)n
dm(z)

) 1
4

=2
1
2 cn ‖g‖

1
2∞ ‖g − Pg‖

1
2
2

with cn =
(∫

Cn e
− 1

28
〈z,z〉 1

(2π)ndm(z)
) 3

4 . Hence

‖g̃ − Pg‖22 ≤ 2

(
4

7

)n
‖g‖∞ 2

1
2 cn ‖g‖

1
2∞ ‖g − Pg‖

1
2
2

= 2
3
2

(
4

7

)n
cn ‖g‖

3
2∞ ‖g − Pg‖

1
2
2 .

The result follows now by Proposition 1.34 with Cg,n = 2
3
4

(
4
7

)n
2 c

1
2
n ‖g‖

3
4∞.

2.4 Corollaries

We now present some useful corollaries of the main theorem. Mainly the
connection between the compactness of Toeplitz and Hankel operators and
the Berezin transform of its symbol will be established.

Corollary 2.18. The operator Mf |L2
a(ρ) is compact if and only if

|̃f |2(λ)→ 0

as λ→ ∆, or equivalently, if Tf and Hf are both compact.

Proof. For λ ∈ G, we have with Mf |L2
a(ρ) = Tf +Hf

|̃f |2(λ) =
〈
|f |2 kλ, kλ

〉
= 〈fkλ, fkλ〉

= ‖Mfkλ‖22 = ‖Tfkλ‖22 + ‖Hfkλ‖22 .

For the if-part, we observe

‖Tfkλ‖2 → 0, ‖Hfkλ‖2 → 0 (λ→ ∆)
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since |̃f |2(λ) → 0 as λ → ∆. By Theorem 2.3 the operators Tf and Hf are
compact so that Mf |L2

a(ρ) = Tf +Hf is also compact.
For the only if-part, we see

|̃f |2(λ) = ‖Mfkλ‖22 → 0

as λ→ ∆, where we have used Proposition 2.1 and Remark 2.2.

Corollary 2.19. If f vanishes outside a compact set, then Tf and Hf are
both compact.

Proof. By Corollary 2.18 it suffices to show that |̃f |2(λ)→ 0 as λ→ ∆. To
this end, we observe

|̃f |2(λ) =
1

Kλ(λ)

∫
G
|f(z)|2 |Kλ(z)|2 dρ(z)

≤ 1

Kλ(λ)

∫
D
|f(z)|2 |Kλ(z)|2 dρ(z)

≤ 1

Kλ(λ)
‖f‖2∞

∫
D
|Kλ(z)|2 dρ(z)

with D = supp(f).

(i) Bergman space: By Proposition 1.12 we have∫
D

∣∣∣K(γ)
λ (z)

∣∣∣2 dVγ(z) ≤ C2
Ω,γ

∫
D
K(γ)
z (z)2dVγ(z).

Since D is compact, the right side is bounded by a constant C > 0.
Therefore we have

|̃f |2(λ) ≤ C

Kλ(λ)
‖f‖2∞ → 0

as λ→ ∂Ω.

(ii) Fock space: By the Cauchy-Schwarz inequality we obtain

1

Kλ(λ)

∫
D
|Kλ(z)|2 dµ(z)

=

∫
D

exp

(
Re (〈z, λ〉)− |z|

2

2
− |λ|

2

2

)
1

(2π)n
dm(z)

≤
∫
D

exp

(
|z| |λ| − |z|

2

2
− |λ|

2

2

)
1

(2π)n
dm(z)

=

∫
D

exp

(
−1

2
(|z|+ |λ|)2

)
1

(2π)n
dm(z)

≤ 1

(2π)n
m(D) exp

(
−1

2
|λ|2
)
→ 0

as |λ| → ∞.
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Notation 2.20. Let H1, H2 be Hilbert spaces and L(H1, H2) be the Banach
space of all linear bounded operators fromH1 toH2. Furthermore, we denote
by K(H1, H2) ⊂ L(H1, H2) the closed subspace of linear compact operators
from H1 to H2. If H = H1 = H2, we use L(H) for the Banach algebra
L(H,H) and K(H) for the closed ideal K(H,H).
We write

AQ(ρ) =
{
f ∈ L∞(ρ); Hf ∈ K(L2

a(ρ), L2
a(ρ)⊥)

}
.

Proposition 2.21. The set AQ(ρ) is a closed subalgebra of L∞(ρ).

Proof. Consider the map

H : L∞(ρ)→ L(L2
a(ρ), L2

a(ρ)⊥), f 7→ Hf ,

which is linear and a contraction since

‖H(f)‖ = ‖Hf‖ ≤ ‖(1− P )Mf‖ ≤ ‖Mf‖ ≤ ‖f‖∞ (f ∈ L∞(ρ)).

Therefore
AQ(ρ) = H−1(K(L2

a(ρ), L2
a(ρ)⊥))

is a closed subspace of L∞(ρ). The identity

Hfg(h) = (1− P )Mfg(h)

= (1− P )Mf (1− P )Mg(h) + (1− P )MfPMg(h)

= (1− P )MfHg(h) +HfTg(h)

for all f, g ∈ L∞(ρ) and h ∈ L2
a(ρ), shows that AQ(ρ) is an algebra.

Proposition 2.22. If Hf is compact, i.e., f ∈ AQ(ρ), then

(i) T
f−f̃ is compact,

(ii) f̃ ∈ AQ(ρ).

Proof. Let f ∈ AQ(ρ).

(i) We want to show that∥∥∥P (f ◦ κλ − f̃ ◦ κλ)
∥∥∥

2
→ 0

as λ→ ∆. Then Theorem 2.3 shows that T
f−f̃ is compact. Since P is

continuous, it is enough to prove that∥∥∥f ◦ κλ − f̃ ◦ κλ∥∥∥
2
→ 0
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as λ→ ∆. With the triangle inequality, we have∥∥∥f ◦ κλ − f̃ ◦ κλ∥∥∥
2
≤
∥∥∥f̃ ◦ κλ − P (f ◦ κλ)

∥∥∥
2

+ ‖P (f ◦ κλ)− f ◦ κλ‖2 ,

where the last term tends to 0 as λ→ ∆ by Theorem 2.3.
For the Bergman space, we observe that by Lemma 2.12 it suffices to
show that g̃ = f̃ ◦ ϕλ − Pγ(f ◦ ϕλ) with g = f ◦ ϕλ − Pγ(f ◦ ϕλ). But
this follows immediately by Remark 1.33 and Proposition 1.34.
For the Fock space, Lemma 2.17 and Theorem 2.3 again gives us the
result.

(ii) By Theorem 2.3 and by part (i) and its proof, we obtain∥∥∥(I − P )(f̃ ◦ κλ)
∥∥∥

2
≤
∥∥∥f̃ ◦ κλ − P (f ◦ κλ)

∥∥∥
2

+
∥∥∥P (f ◦ κλ − f̃ ◦ κλ)

∥∥∥
2

→ 0

as λ→ ∆.

For later use we state the following result which was established in the
proof of Proposition 2.22.

Corollary 2.23. We have

‖g ◦ κλ − g̃ ◦ κλ‖2 → 0

as λ→ ∆, for all g ∈ AQ(ρ).

The next two results help us to strengthen the statement in Corollary
2.27 in the Fock space case.

Proposition 2.24. For a bounded Lipschitz continuous function g with Lip-
schitz constant L, there is a constant cn > 0 such that ‖Hg‖ ≤ cn · L.

Proof. Let g be a bounded Lipschitz continuous function with Lipschitz con-
stant L and z ∈ Cn. For w ∈ Cn, we define

(i) F (w, z) = (g(z)− g(w))Kz(w),

(ii) h(w) = Kw(w)
1
2 ,

(iii) cn =
∫
Cn |u| e

− 1
4
〈u,u〉 1

(2π)ndm(u),

(iv) α = β = cnL.
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Then with the transformation u = z − w we obtain∫
Cn
|g(z)− g(w)| |Kz(w)|Kw(w)

1
2 dµ(w)

≤L
∫
Cn
|z − w| |Kz(w)|Kw(w)

1
2 dµ(w)

=L

∫
Cn
|z − w| e−

1
4

(〈w,w〉−2 Re(〈w,z〉)) 1

(2π)n
dm(w)

=L

∫
Cn
|u| e−

1
4

(〈z−u,z−u〉−2 Re(〈z−u,z〉)) 1

(2π)n
dm(u)

=Le
1
4
〈z,z〉

∫
Cn
|u| e−

1
4
〈u,u〉 1

(2π)n
dm(u)

=cnLKz(z)
1
2 .

Thus the conditions of the Schur test (Proposition 2.9) are satisfied, i.e.,
together with Remark 1.28 the result follows.

Notation 2.25. We define inductively

f̃ (0) = f, f̃ (l+1) = (f̃ (l))̃ (l ≥ 0).

Corollary 2.26. We have
∥∥∥Hf̃ (m)

∥∥∥→ 0 as m→∞.

Proof. Let z, w ∈ Cn and k ∈ N∗. By [1, Lemma 2] we have∣∣∣f̃ (k)(z)− f̃ (k)(w)
∣∣∣ ≤ 2(2π)−

1
2 ‖f‖∞ k

− 1
2 |z − w| ,

i.e., f̃ (k) is Lipschitz continuous with Lipschitz constant 2(2π)−
1
2 ‖f‖∞ k

− 1
2 .

Proposition 2.24 yields that∥∥∥Hf̃ (m)

∥∥∥ ≤ 2cn(2π)−
1
2 ‖f‖∞m

− 1
2 → 0

as m→∞.

Corollary 2.27. The following statements are equivalent:

(i) Hf and Hf are compact;

(ii)
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2
→ 0 as λ→ ∆;

(iii) |̃f |2(λ)−
∣∣∣f̃(λ)

∣∣∣2 → 0 as λ→ ∆.

For the Fock space, these conditions are also equivalent to

(iv) Hf or Hf is compact.
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Proof. (i) implies (ii): With Propositions 1.36 we obtain∥∥∥f ◦ κλ − f̃(λ)
∥∥∥

2
≤ ‖f ◦ κλ − P (f ◦ κλ)‖2 +

∥∥∥P (f ◦ κλ)− f̃(λ)
∥∥∥

2

= ‖f ◦ κλ − P (f ◦ κλ)‖2 +
∥∥∥P (f ◦ κλ − P (f ◦ κλ))

∥∥∥
2

≤ ‖f ◦ κλ − P (f ◦ κλ)‖2 + ‖P‖
∥∥∥f ◦ κλ − P (f ◦ κλ)

∥∥∥
2

≤ ‖f ◦ κλ − P (f ◦ κλ)‖2 +
∥∥f ◦ κλ − P (f ◦ κλ)

∥∥
2

→ 0

as λ→ ∆, since Hf and Hf are compact and Theorem 2.3.

(ii) implies (i): Suppose
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2
→ 0 as λ → ∆. By Remark 1.33

we first obtain

‖f ◦ κλ − P (f ◦ κλ)‖2 ≤
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

+
∥∥∥P (f ◦ κλ)− f̃(λ)

∥∥∥
2

=
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

+
∥∥∥P (f ◦ κλ − f̃(λ))

∥∥∥
2

≤
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

+ ‖P‖
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

→ 0

as λ→ ∆ and secondly∥∥∥f ◦ κλ − f̃(λ)
∥∥∥

2
=
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

=
∥∥∥f ◦ κλ − f̃(λ)

∥∥∥
2

→ 0

as λ→ ∆. Thus by Theorem 2.3 Hf and Hf are both compact.
(ii) and (iii) are equivalent: Since∥∥∥f ◦ κλ − f̃(λ)

∥∥∥2

2

=

∫
Cn

∣∣∣f ◦ κλ(w)− f̃(λ)
∣∣∣2 dµ(w)

=

∫
Cn
|f ◦ κλ(w)|2 − 2 Re

(
f ◦ κλ(w)f̃(λ)

)
+
∣∣∣f̃(λ)

∣∣∣2 dµ(w)

=|̃f |2(λ)− 2 Re

(
f̃(λ)

∫
Cn
f ◦ κλ(w)dµ(w)

)
+
∣∣∣f̃(λ)

∣∣∣2
=|̃f |2(λ)− 2 Re

(
f̃(λ)f̃(λ)

)
+
∣∣∣f̃(λ)

∣∣∣2
=|̃f |2(λ)−

∣∣∣f̃(λ)
∣∣∣2 ,
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the equivalence of (ii) and (iii) is obvious.
That (i) implies (iv) is clear.
(iv) implies (i): Without loss of generality suppose Hf is compact. We see
with the same calculation as in Proposition 2.22 and Remark 1.33 (ii) that∥∥∥(I − P )f ◦ τλ − f̃ ◦ τλ

∥∥∥
2
≤
∥∥∥f ◦ τλ − f̃ ◦ τλ∥∥∥

2
=
∥∥∥f ◦ τλ − f̃ ◦ τλ∥∥∥

2
→ 0

as |λ| → ∞ and hence by Theorem 2.3 H
f−f̃ is compact. Furthermore

H
f−f̃ (m) =

m−1∑
i=0

H
f̃ (i)−f̃ (i+1) = H

f−f̃ +
m−1∑
i=1

H
(f̃ (i−1)−f̃ (i) )̃

for all m ∈ N. Thus H
f−f̃ (m) is compact, since every summand is compact

by using Proposition 2.22 iterative. Thus∥∥∥Hf −Hf−f̃ (m)

∥∥∥ =
∥∥∥Hf̃ (m)

∥∥∥→ 0

as m → ∞ by Corollary 2.26 and therefore Hf can be approximated in the
operator norm by a sequence of compact operators. Hence Hf is compact.
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Chapter 3

Hankel operators with Berezin
symbol

In this chapter we deal with the question when the Hankel operator H
f̃
of a

symbol f ∈ L∞(ρ) is compact. This will help us in the next chapter to take
a closer look at the essential spectrum of Toeplitz operators with symbols in
AQ(ρ).
The following lemma is a standard result in measure theory.

Lemma 3.1. Let T be a metric space, (X,Σ, ν) be a measure space and
g : T ×X → C with

(i) for all t ∈ T , we have g(t, ·) ∈ L1(X),

(ii) for ν-almost all x ∈ X, the function g(·, x) : T → C is continuous in
t0 ∈ T ,

(iii) there exist a neighborhood U of t0 and a nonnegative integrable function
h such that, for all t ∈ U ,

|g(t, ·)| ≤ h

holds ν-a.e.

Then, the function

G : T → C, t 7→
∫
X
g(t, x)dν(x)

is continuous in t0 ∈ T .

Proof. Let (tk)k∈N be a sequence in U with limk→∞ tk = t0. Define gk =
g(tk, ·) for all k ∈ N. By (iii) we can use the dominated convergence theorem

47
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which yields that

lim
k→∞

G(tk) = lim
k→∞

∫
X
g(tk, x)dν(x)

=

∫
X

lim
k→∞

g(tk, x)dν(x)

=

∫
X
g(t0, x)dν(x)

= G(t0),

since g(·, x) is continuous in t0 ∈ T for ν-almost all x ∈ X by (ii).

To formulate and prove our main result in this chapter, a closer look at
the properties of the Berezin transform is necessary.

Notation 3.2. We denote by Cb(G) the algebra of all complex valued bounded
continuous functions on G.

Proposition 3.3. If f ∈ L∞(ρ), then f̃ ∈ Cb(G).

Proof. Suppose f ∈ L∞(ρ). Remark 1.33 shows f̃ ∈ L∞(G). It is left to
show that f̃ is continuous.

(i) Bergman space: Since

f̃(λ) =

∫
Ω
f(w)

∣∣∣K(γ)
λ (w)

∣∣∣2
K

(γ)
λ (λ)

dVγ(w) (λ ∈ Ω),

we define

g : Ω× Ω→ C, (λ,w) 7→ f(w)

∣∣∣K(γ)
λ (w)

∣∣∣2
K

(γ)
λ (λ)

and want to apply the last lemma.
Obviously, g(λ, ·) ∈ L∞(Vγ) ⊂ L1(Vγ) is integrable for all λ ∈ Ω). For
all λ0 ∈ Ω and w ∈ Ω, the function

Ω→ C, λ 7→

∣∣∣K(γ)
λ (w)

∣∣∣2
K

(γ)
λ (λ)

is continuous in λ0 and therefore g(·, w) is continuous in λ0.
Let λ ∈ Ω. Then there exists a neighborhood U of λ0 such that cl(U) ⊂
Ω is compact. Since the function

Ω→ C, λ 7→ K
(γ)
λ (λ)
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is continuous, we obtain

M = max
λ∈cl(U)

(
K

(γ)
λ (λ)

)
<∞.

Therefore we define the nonnegative integrable function

h : Ω→ Ω, w 7→ ‖f‖∞C
2
Ω,γM.

It follows
|g(λ,w)| ≤ ‖f‖∞C

2
Ω,γM,

for all λ ∈ U and w ∈ Ω, where we have used Proposition 1.12.
Now we can apply the last lemma, which ends the proof.

(ii) Fock space: Since the function

Cn → L2
a(µ), λ 7→ Kλ

is conjugate holomorphic and has no zeros (cf. [4, Proposition 1.4]),
the functions

Cn → L2
a(µ), λ 7→ gkλ

and
Cn → C, λ 7→ 〈gkλ, kλ〉

are C∞.

Notation 3.4. By β(G) we denote the Stone-Čech compactification of G. Via
the identification

β(G)G =
∏
G

β(G)

we endow β(G)G with the product topology.

Remark 3.5. Every f ∈ Cb(G) has a unique continuous extension fβ to β(G).

Notation 3.6. Let (λα)α be a net in G. We use

λα → ∆

as a shortcut for the statements

(i) The net (λα)α converges to a point in ∂Ω (Bergman space),

(ii) The net (|λα|)α converges to ∞ (Fock space).
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Definition 3.7. (i) We define

Φ = {ϕ ∈ β(Ω)Ω; there is a net (λα)α such that λα → ∂Ω

and ϕλα → ϕ in β(Ω)Ω}.

and

T = {τ ∈ β(Cn)C
n
; there is a net (λα)α such that |λα| → ∞
and τλα → τ in β(Cn)C

n}.

To shorten the notation, we write Ψ for Φ or T .
Furthermore, we call the images of the elements in Ψ the Ψ-parts of
β(G).

(ii) Moreover, we write

AOΨ = {f ∈ Cb(G); fβ ◦ κ ∈ H∞(G) for all κ ∈ Ψ}

(analytic on Ψ-parts) and

COΨ = {f ∈ Cb(G); fβ ◦ κ is constant for all κ ∈ Ψ}

(constant on Ψ-parts).

Remark 3.8. Since O(D) ∩ O(D) = C for each domain D ⊂ Cn, it follows
that

COΨ = AOΨ ∩AOΨ.

By Liouville’s theorem the sets AOT and COT coincide.

Lemma 3.9. (i) The space (β(G))G is compact. Thus, for every net
(λα)α with λα → ∆, the net (κλα)α in (β(G))G has a convergent subnet
which converges in (β(G))G to a κ ∈ Ψ.

(ii) The sets AOΨ and COΨ (together with the usual addition and multi-
plication) are algebras.

Proof. (i) This follows immediately by Tychonoff’s theorem.

(ii) Let f, g ∈ AOΨ. Since (f + g)β = fβ + gβ and (fg)β = fβgβ (the ex-
tensions are unique), the result follows by the observation that H∞(G)
and C are algebras.

Notation 3.10 (Bergman metric). By b we denote the Bergman metric on Ω.

The following properties of the Bergman metric can be found in [2, Sec-
tion 1 & 2].
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Remark 3.11. (i) The Bergman metric is Möbius invariant and induces
the natural topology on Ω.

(ii) Every function f ∈ L∞(Vγ) has bounded mean oscillation, i.e., f ∈
BMO(Ω).

Lemma 3.12. If f ∈ L∞(Vγ), then∣∣∣f̃(z)− f̃(w)
∣∣∣ ≤ Cfb(z, w),

for all z, w ∈ Ω.

Lemma 3.13. Let f ∈ L∞(ρ) and (ωα)α be a net in G with ωα → ∆ such
that κωα → κ in β(G)G. Then (f̃ ◦κωα)α converges uniformly on all compact
subsets of G to f̃β ◦ κ.
In particular, we have f̃β ◦ κ ∈ Cb(G).

Proof. Suppose that f ∈ L∞(ρ) and that (ωα)α is a net in G with ωα → ∆
such that κωα → κ in β(G)G. It is clear that (f̃ ◦ κωα)α converges pointwise
to f̃β ◦ κ, so that by the Arzelà–Ascoli theorem it suffices to show that
(f̃ ◦ κωα)α is equicontinuous on G.

(i) Bergman space: By Lemma 3.12, we have∣∣∣(f̃ ◦ ϕωα)(z)− (f̃ ◦ ϕωα)(w)
∣∣∣ ≤ Cfb(ϕωα(z), ϕωα(w))

= Cfb(z, w),

for all z, w ∈ Ω, since Remark 3.11 holds.

(ii) Fock space: By [1, Lemma 2], we have∣∣∣(f̃ ◦ τωα)(z)− (f̃ ◦ τωα)(w)
∣∣∣ ≤ ( 2

π

) 1
2

|τωα(z)− τωα(w)|

=

(
2

π

) 1
2

|z − w| .

Therefore (f̃ ◦ κωα)α is equicontinuous.

Corollary 3.14. Let f ∈ L∞(ρ) and (ωα)α be a net in G with ωα → ∆ such
that κωα → κ in β(G)G. Then (f̃ ◦ κωα)α converges in L2(ρ) to f̃β ◦ κ.

Proof. For every compact set C ⊂ G, we obtain∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥2

2

≤
∫
C

∣∣∣f̃ ◦ κωα − f̃β ◦ κ∣∣∣2 dρ+ ρ(G \ C)
∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥2

G\C

≤
∫
C

∣∣∣f̃ ◦ κωα − f̃β ◦ κ∣∣∣2 dρ+ ρ(G \ C)4 ‖f‖2∞ .
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Let ε > 0. By Lemma 3.13 there exists a α0 such that∫
C

∣∣∣f̃ ◦ κωα − f̃β ◦ κ∣∣∣2 dρ ≤ ε2

∫
C

dρ ≤ ε2

for all α ≥ α0. Since ρ is regular, we can choose the compact set C in such
way that ρ(G \ C0) < ε. Thus for all α ≥ α0∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥2

2
≤ ε2 + 4ε ‖f‖2∞ .

The question formulated at the beginning of this chapter is answered by
the following theorem.

Theorem 3.15. Let f ∈ L∞(ρ). Then we have

(i) H
f̃
is compact if and only if f̃ ∈ AOΨ,

(ii) H
f̃
and H

f̃
are both compact if and only if f̃ ∈ COΨ.

Proof. Let κ ∈ Ψ and let (ωα)α be a net in G with ωα → ∆ and κωα → κ in
β(G)G. The chain of inequalities∥∥∥f̃ ◦ κωα − P (f̃ ◦ κωα)

∥∥∥
2

≤
∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥

2
+
∥∥∥f̃β ◦ κ− P (f̃β ◦ κ)

∥∥∥
2

+
∥∥∥P (f̃β ◦ κ− f̃ ◦ κωα)

∥∥∥
2

≤2
∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥

2
+
∥∥∥f̃β ◦ κ− P (f̃β ◦ κ)

∥∥∥
2

≤2
∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥

2
+
∥∥∥f̃β ◦ κ− f̃ ◦ κωα∥∥∥

2
+
∥∥∥f̃ ◦ κωα − P (f̃ ◦ κωα)

∥∥∥
2

+
∥∥∥P (f̃ ◦ κωα − f̃β ◦ κ)

∥∥∥
2

≤4
∥∥∥f̃ ◦ κωα − f̃β ◦ κ∥∥∥

2
+
∥∥∥f̃ ◦ κωα − P (f̃ ◦ κωα)

∥∥∥
2

shows in view of Corollary 3.14 that

lim
α

∥∥∥f̃ ◦ κωα − P (f̃ ◦ κωα)
∥∥∥

2
= 0

if and only if
f̃β ◦ κ = P (f̃β ◦ κ).

Using Theorem 2.3 and the compactness of β(G)G, one easily deduces part
(i). Part (ii) follows from part (i) together with Remark 3.8.

A result about the connection between the compactness of a Toeplitz
operator and the Berezin transform of its symbol is the following theorem
which was proven by Raimondo in [7] (Ω = Bn) and by Mitkowski and Wick
in [5] (Ω = Dn).
Theorem 3.16. Let f ∈ L∞(Vγ). Then Tf is compact if and only if f̃(λ)→
0 as λ→ ∂Ω.
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Essential spectrum of Toeplitz
operators

We first recall some definitions.

Definition 4.1. (i) We call

C(H) = L(H)/K(H)

the Calkin algebra.

(ii) For an operator T ∈ L(H), we define the essential spectrum of T by

σe(T ) = σC(H)(T + K(H)).

Remark 4.2. Since the Hilbert space will always be L2
a(ρ), we omit the un-

derlying Hilbert space and write C and K for C(H) and K(H), respectively.

From now on, we consider f to be in AQ(ρ).
We are interested in the properties of the essential spectrums of Toeplitz
operators with symbols in AQ(ρ). Hence we state the following lemma.

Lemma 4.3. The condition |f(w)| ≥ δ, for some δ > 0 and all w ∈ G, is
sufficient for 1

f to lie in AQ(ρ).

Proof. Let f ∈ AQ(ρ) with |f(w)| ≥ δ for some δ > 0 and almost all w ∈ G.
If we set H = 1

f , it suffices to show ‖(I − P )(H ◦ κλ)‖2 → 0 as λ → ∆,
since Theorem 2.3 holds. Let (λm)m∈N be a sequence in G with λm → ∆ as
m→∞. Corollary 2.23 gives us∥∥∥f ◦ κλm − f̃ ◦ κλm∥∥∥

2
→ 0

as m → ∞. Hence, by passing to a subsequence (λmk)k∈N of (λm)m∈N we
can achieve that

f ◦ κλmk − f̃ ◦ κλmk → 0

53
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almost everywhere on G as k → ∞. Let (λα)α be a subnet of (λmk)k∈N
with κλα → κ in β(G)G for some κ ∈ Ψ. By Proposition 2.22 (ii) we
have f̃ ∈ AQ(ρ) and therefore h = f̃β ◦ κ ∈ H∞(G) by Theorem 3.15 (i).
Furthermore

‖f ◦ κλα − h‖2 ≤
∥∥∥f ◦ κλα − f̃ ◦ κλα∥∥∥

2
+
∥∥∥f̃ ◦ κλα − h∥∥∥

2

α→ 0,

where the second term tends to 0 by Corollary 3.14. Hence

|h(w)| ≥ |f ◦ κλα | −
∣∣∣f̃ ◦ κλα(w)− f ◦ κλα(w)

∣∣∣− ∣∣∣f̃β ◦ κ(w)− f̃ ◦ κλα(w)
∣∣∣

≥ δ −
∣∣∣f̃ ◦ κλα(w)− f ◦ κλα(w)

∣∣∣− ∣∣∣f̃β ◦ κ(w)− f̃ ◦ κλα(w)
∣∣∣

α→ δ,

for almost every w ∈ G, and since h ∈ H∞(G), we conclude that |h| ≥ δ on
G. Thus 1

h ∈ H
∞(G) and we obtain∥∥∥∥H ◦ κλα − 1

h

∥∥∥∥
2

=

∥∥∥∥ 1

(f ◦ κλα)h
(h− f ◦ κλα)

∥∥∥∥
2

≤ 1

δ2
‖f ◦ κλα − h‖2

α→ 0.

as well as ∥∥∥∥P (H ◦ κλα)− 1

h

∥∥∥∥
2

α→ 0.

Hence

‖H ◦ κλα − P (H ◦ κλα)‖2 ≤
∥∥∥∥H ◦ κλα − 1

h

∥∥∥∥
2

+

∥∥∥∥P (H ◦ κλα)− 1

h

∥∥∥∥
2

α→ 0.

This finishes the proof.

Notation 4.4. Let R be (0, 1) for the Bergman space and (0,∞) for the Fock
space. For r ∈ R, we write

Gr =

{
rBn, G = Bn or G = Cn,
rDn, G = Dn.

The property we are interested in is the connectedness of the essential
spectrum. The following theorem gives us an explicit representation of the
essential spectrum from which the connectedness will follow at once.

Theorem 4.5. We have

σe(Tf ) =
⋂
r∈R

cl(f̃(G \Gr)).
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Proof. (i) We first show that σe(Tf ) ⊂
⋂
r∈R cl(f(G \Gr)).

Suppose therefore ζ /∈ cl(f(G \Gr)) for some r ∈ R. Define

g : G→ C, z 7→

{
(f(z)− ζ)−1, z ∈ G \Gr,
1, z ∈ Gr.

Then g ∈ L∞(ρ) and

g(f − ζ) = χG\Gr + (f − ζ)χGr = χG + (f − ζ − 1)χGr .

With Proposition 1.29 we obtain that

TgTf−ζ = Tg(f−ζ) −H∗gHf−ζ

= I + T(f−ζ−1)χGr
−H∗gHf .

Since (f − ζ − 1)χGr ∈ L∞(ρ) vanishes outside of a compact subset in
G, we have by Corollary 2.19 that Hf , T(f−ζ−1)χGr

∈ K, so that Tg is
the left inverse of Tf−ζ modulo K. Furthermore (observe H∗

ζ
= 0)

Tf−ζTg = I + T(f−ζ−1)χGr
−H∗

f
Hg.

If we set F = (f − ζ)χG\Gr + χGr , we see that F = 1/g. Since

Hf = Hf−ζ = H(f−ζ)χG\Gr +H(f−ζ)χGr

is compact, it follows from Corollary 2.19 that H(f−ζ)χG\Gr and hence
also HF = H(f−ζ)χG\Gr + HχGr is compact. By the assumptions on ζ
there also exists a δ > 0 such that |F (w)| ≥ δ for all w ∈ G. With
Lemma 4.3 we conclude that Hg ∈ K and therefore Tf−ζ is also right-
invertible in C. Hence

Tf − ζ + K = Tf−ζ + K

is invertible in C, i.e., ζ /∈ σe(Tf ). So we obtain the desired result.

(ii) By Proposition 2.22 the operators T
f−f̃ and H

f̃
are compact, i.e.,

σe(Tf ) = σe(Tf̃ ). With (i) we see that

σe(Tf ) ⊂ cl(f̃(G \Gr))

for all r ∈ R.

(iii) To complete the proof we fix a point ζ ∈
⋂
r∈R cl(f̃(G \ Gr)). So we

can find a net (λα)α in G with f̃(λα)
α→ ζ, λα

α→ ∆ and κλα
α→ κ in

(β(G))G for some κ ∈ Ψ. Obviously we obtain

ζ ← f̃(λα) = f̃ ◦ κλα(0)→ f̃β ◦ κ(0),
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i.e., f̃β ◦ κ(0) = ζ. Since f̃β ◦ κ ∈ H∞(G) by Theorem 3.15 (i),
Proposition 1.35 gives us

P (f̃
β
◦ κ) = P (f̃β ◦ κ) = P (f̃β ◦ κ) = f̃β ◦ κ(0) = ζ

so that P (f̃
β
◦ κ − ζ) ≡ 0. As in the proof of the implication (ii) ⇒

(iii) of Theorem 2.3 we have∥∥∥T
f̃−ζ

kλα

∥∥∥
2

=

∥∥∥∥P (f̃
β
◦ κλα − ζ)

∥∥∥∥
2

=

∥∥∥∥P (f̃
β
◦ κλα − ζ − (f̃

β
◦ κ− ζ))

∥∥∥∥
2

≤
∥∥∥∥f̃β ◦ κλα − f̃β ◦ κ∥∥∥∥

2
α→ 0,

where we have used Corollary 3.14. Hence T
f̃−ζ

+ K is not invertible
in C and therefore T

f̃−ζ +K is also not invertible in K. So we conclude
that ζ ∈ σe(Tf̃ ) = σe(Tf ).

Corollary 4.6. The essential spectrum σe(Tf ) is connected.

Proof. By Proposition 3.3 the function f̃ is bounded and continuous on G,
hence cl(f̃(G\Gr)) is closed, bounded and connected for all r ∈ R. Therefore⋂
r∈R cl(f̃(G \Gr)) is compact and connected and so is σe(Tf ) by Theorem

4.5.
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