
y = h + η(x, z, t)

y = 0
x

yu = ∇ϕ

Solitary waves:
η(x, z, t) = η(x − ct, z), ϕ(x, y, z, t) = ϕ(x − ct, y, z)

η(x − ct, z)→ 0, |x − ct|→ ∞
Parameter:

α = gh/c2, β = σ/hc2

zKinematic boundary condition:
ηt = ϕy − ηxϕx − ηzϕz

Dynamical boundary condition:

ϕt +
1

2
(ϕ2
x + ϕ2

y + ϕ2
z) + gη

− σ


ηx

1 + η2x + η2z



x

− σ


ηz

1 + η2x + η2z



z

= 0

Difficulties:

A free-boundary value problem
Nonlinear boundary conditions

THE WATER-WAVE PROBLEM



DIMENSION BREAKING
Periodically modulated solitary waves bifurcate from
line solitary waves

Strong surface tension (β > 1/3)

Weak surface tension (β < 1/3)



MODELLING
Strong surface tension (β > 1/3):

Dispersion relation:

α−1

0 �

1

Write α = 1 + %2

The Ansatz
η(x, z) = %2�(%x, %2z) + O(%4)

leads to the Kadomtsev-Petviashvili equation

Cxx

�
�xx − � +

3

2
�2
�
− �zz = 0

The KP equation admits line (KdV) and
periodically modulated solitary-wave solutions



MODELLING
Weak surface tension (β < 1/3):

Dispersion relation:

0

α−1

0 ��

α−1

Write α = α0 + %2

The Ansatz
η(x, z) = %

�
�(%x, %z)ei�0x + �(%x, %z)e−i�0x

�
+ O(%2)

leads to the Davey-Stewartson system
� − �xx − �zz − |�|2� − �#x = 0,

−#xx − #zz + (|�|2)x = 0

The DS system has explicit line (NLS) and
periodically modulated solitary-wave solutions



SPATIAL DYNAMICS
Formulate the water-wave problem as an
evolutionary equation

uz = Lu + N(u), u 5 X
� z is the Ҋtime-likeҋ variable
� X is a phase space of functions which vanish
as x→ ±∞

Equilibrium solutions are line solitary waves
Periodic solutions in the form of periodic orbits
surrounding a nearby equilibrium are periodically
modulated perturbations of the line solitary wave

x

z

x

z

Search for periodic orbits surrounding the
equilibrium corresponding to the the KdV
or NLS line solitary wave



LYAPUNOV CENTRE THEOREM
Classical form for Hamiltonian systems

q̇j =
CH

Cpj
, ṗj = −

CH

Cqj
, j = 1, . . . , n

Linearise around an equilibrium uB

i$

−i$

Nonresonance condition:

in$, n 9= ±1 is not an eigenvalue

There exists a family {us} of 2�/$s-periodic
solutions with

us → uB, $s → $ as s→ 0

Devaney extension: (infinite-dimensional)
reversible systems
u̇ = Lu + N(u), S2 = I, SL = −LS, SN = −NS

Iooss extension:

Nonresonance condition violated:

0 5 σess(L)

Additional condition:
Lu = N(u†)

is solvable for each u†



VARIATIONAL PRINCIPLE
Luke’s variational principle:

δ

∞

−∞

∞

−∞

1+η

0


−ϕx +

1

2
(ϕ2
x + ϕ2

y + ϕ2
z)


dy

+
1

2
αη2 + β(


1 + η2x + η2z − 1)


dx dz = 0

New variables:
ỹ = y/(1 + η(x, z)), ϕ(x, y, z) = Φ(x, ỹ, z)

⇒ δL = 0, δL =

∞

−∞
L(η,Φ, ηz,Φz) dz

Legendre transform:

ω =
δL

δηz
, ξ =

δL

δΦz
⇒ ηz = ηz(η, ω,Φ, ξ), Φz = Φz(η, ω,Φ, ξ)

Hamiltonian:

H(η, ω,Φ, ξ)=

∞

−∞

1

0

Φzξ dỹ dz+

∞

−∞
ηzω dz−L(η,Φ, ηz,Φz)

Hamilton’s equations:

ηz =
δH

δη
, ωz = −

δH

δρ
, Φz =

δH

δξ
, ξz = −

δH

δΦ

(with boundary conditions for Φ at y = 0, 1)
Reversibility: (η, ω,Φ, ξ)  (η,−ω,Φ,−ξ)



LINEAR SPECTRAL ANALYSIS
Resolvent equations for u = (η,$> ¾, �):

(L − ik%I)u = u†, 0 < k � kmax
Solve for $, �, ¾ as functions of η, u†

, g(D)η = N(η, u†),

where

g(�) = α0 + βq2 −
�2

q
coth q, q =


�2 + %2k2

g(�) � 0 with equality iff � = ±�0
Write

η1 = "(D)η, η2 = (1 − "(D))η

where " is the indicator function of
Solve for η2 as a function of η1 and u†
Write

η1(x, z) = %2�(%x, %2z)
or

η1(x, z) = %
�
�(%x, %z)ei$x + �(%x, %z)e−i$x

�

to arrive at the reduced system
�xxxx − �xx + 3(�B�x)x + 3(��B

x )x + O(%) + k
2� = �†

or
� − �xx − 3(�B)2� − (�B)2� − �B#x + O(%) + k

2� = �†,

−#xx − 2(Re �B�)x + k
2# = 0

[±�0−�,±�0+�]



LINEAR SPECTRAL ANALYSIS
Reduced equation:

(B%,k + k
2I)w = w†

� B0,k is known explicity, is self-adjoint and does
not depend upon k
� Spectrum of B0,k:

0−$2
0

Spectral perturbation for k 5 [kmin, kmax]:

0�%,k

� The point −k2 lies inside the ellipse
� B%,k + k2I is invertible if and only if �%,k + k2 9= 0,
otherwise it has a simple eigenvalue
� �%,k + k2 = 0 has exactly one solution k% with
k% = $ + O(%)

±i%k% are simple eigenvalues of L and L − i�I is
invertible for all other values of |�| > %kmin
Iooss condition:
� Lu = N(u†) leads to C%,k� = �†

� C0,0 is known explicity and invertible
� Hence C%>0 is invertible


