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The dual-weighted residual estimator
realized on polygonal meshes

Steffen Weißer∗ Thomas Wick†

December 23, 2016

Abstract

In this work, we realize goal-oriented error estimation using the dual-
weighted residual method on general polygonal meshes. Such meshes are
of current interest in various applications thanks to their great flexibility.
Specifically the discrete problems are treated on BEM-based FEM. Our dual-
weighted residual estimator is derived for two localization procedures. First,
a classical (strong) localization. Secondly, a weak form is adopted in which
localization is achieved with the help of a partition-of-unity. The dual solution
is obtained via a local higher-order approximation using a single element. Our
algorithmic developments are substantiated with the help of several numerical
tests.
Keywords BEM-based FEM · polygonal finite elements · goal-oriented a posteriori

error estimation · dual-weighted residual estimator · partition-of-unity

Mathematics Subject Classification (2010) 65N30; 65N38; 65N50

1 Introduction

In this work, we consider goal-oriented local mesh adaptivity and a posteriori er-
ror estimation employing BEM-based FEM (BEM stands for boundary element
method and FEM abbreviates finite element method) on polygonal meshes. In re-
cent years, the attractions and the applications of such general meshes have been of
emerging interest, because of the high flexibility in meshing complex structures and
compound objects. Especially, in mesh adaptivity the use of polygonal (2D) and
polyhedral (3D) discretizations is very promising. When refining elements locally,
there is no need for post-processing in order to maintain the mesh admissibility and
there is no need to handle hanging nodes explicitly. Both scenarios are included
naturally in the framework of polygonal and polyhedral meshes and the resultant
flexibility.
So far, there is only a small number of publications exploiting the advantageous
properties of general meshes for adaptivity. The BEM-based FEM has originally
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been proposed in [13] and has shown its flexibility and applicability on adaptively
refined polygonal meshes in [39, 42, 43]. These articles concentrate on residual
based a-posteriori error estimates. Beside of the BEM-based FEM, we mention the
Virtual Element Method (VEM), which has been analyzed for adaptive polygonal
and polyhedral meshes in two recent publications [9, 14] treating a residual based
estimator and which has demonstrated its practicability in [16], for example. Other
classes of methods applicable on general meshes are polygonal finite element meth-
ods, see [22] and the references therein, and hybrid high-order techniques [27]. On
the other hand, there are also non-conforming discretization strategies on general
meshes. A posteriori error estimates for the discontinuous Galerkin method are given
in [19]. Furthermore, there is one publication for the Weak Galerkin Method [12],
which is, however, limited to simplicial meshes. For the mimetic discretization tech-
nique there are also only few references, which are limited to low order methods, see
the recent work [3].
In contrast to the previous mentioned error estimators studied for general meshes,
the dual-weighted residual (DWR) method allows for estimating the error u − uh
between the exact solution u ∈ V (for a function space V ) of the PDE and its
Galerkin solution uh ∈ Vh ⊂ V in general (error) functionals J : V → R. These
functionals can be norms but also more general expressions, like point-values, (local)
averages or technical expressions like (in the case of fluid dynamics) lift- or drag-
coefficients. Error estimators based on the DWR method always consist of residual
evaluations, that are weighted by adjoint sensitivity measures. These sensitivities are
the solution to adjoint problems that measure the influence of the error functional J .
Employing the DWR concept, a dual problem needs to be solved that provides (local)
sensitivity measures with respect to an error goal functional. The DWR technique
goes back to [6, 7] and is based on pioneering work presented in [15]. Important
further developments in the early stages have been accomplished in [1, 2, 4, 8, 17,
25, 26, 28]. To date, goal-oriented DWR techniques have been successfully applied
to elasto-plasticity [29] and contact problems [34, 37] as well as optimal control
[5], fluid-structure interaction [30, 45], phase-field fracture [44], and isogeometric
analysis [20] to name a few.
Most of these previous studies have in common that we either need the strong formu-
lation [7] for the error localization or a special weak form with patched meshes [8].
In [31], a novel localization technique based on the weak form has been introduced
that is straightforward to employ and easy to implement. As in [8], partial inte-
gration back to the strong operator is not necessary. Therefore, no face terms need
to be evaluated. Rather, solution information about neighboring cells is gathered
by employing a partition-of-unity (PU) (using a lowest-order discretization) leading
to a nodal-based error indicator representation. We notice that a PU for, however,
strongly localized DWR error estimation has been previously suggested in [21].
The key advantage of this weakly localized DWR technique lies in its application
to PDE systems and multiphysics problems (for a first application in phase-field
fracture where two PDEs are coupled, we refer to [44]) because the classical local-
ization works with strong (second-order) operators that are costly to evaluate and
additionally (often several) face integration terms need to be evaluated.
Alongside with the realization of the DWR estimator on general meshes and using
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the two previously explained localization methods for comparison reasons, we also
propose a modification of the computation of the dual solution. Usually a brute force
approach is to compute the dual solution with a globally higher-order discretization
[7, Section 5], which is an expensive operation. Another option is to work with
the same degree as for the primal solution. Here, the usual procedure is based
on patched meshes (i.e., agglomeration of neighboring cells) [8, 31]. However, the
usage of polygonal meshes allows us to work with the same degree as for the primal
solution, but a locally higher-order approximation can be obtained without patched
meshes.
In summary, the novelties of this paper are:

• Goal-oriented DWR error estimation for BEM-based FEM on polygonal meshes;

• Employing an element-based PU-based localization that allows to work with
the weak equations inside the error estimator. These developments include
comparisons with the classical strong localization;

• Local post-processing for the dual solution on single polygons which does not
need the agglomeration (i.e., patched meshes) of neighboring elements.

The outline of this paper is as follows: In Section 2, the model problem is given
and the basics of the dual-weighted residual method are recapitulated. Next, in
Section 3, the key ideas of BEM-based FEM are explained. Then in Section 4,
our specific realization of the dual-weighted residual method on polygonal meshes
is explained in great detail. Several numerical examples are provided in Section 5.
These tests substantiate our developments. We finish our work with the conclusions
in Section 6.

2 The dual-weighted residual method for error es-

timation

By Ω ⊂ R2 we denote a bounded domain with polygonal boundary Γ = ∂Ω. The
boundary Γ = ΓD ∪ ΓN is split into a Dirichlet and Neumann boundary ΓD and
ΓN , respectively, and we assume that |ΓD| > 0. Let ω ⊂ Ω be a two-dimensional
subdomain or a one-dimensional manifold, then we denote by (·, ·)ω the L2-inner
product and by ‖ · ‖ω the corresponding L2-norm over ω. For shorter notation
we skip the index if ω = Ω. By Hk(ω) we denote the Sobolev space of Lebesgue
functions with square integrable weak derivatives up to degree k and its norm is
denoted by ‖ · ‖Hk(ω). In particular, by V := H1

D(Ω) we denote the space of H1(Ω)
functions with trace zero on the Dirichlet boundary ΓD.

2.1 The model problem

The diffusion problem is defined as

−div(∇u) = f in Ω,

u = 0 on ΓD,

∂nu = g on ΓN ,
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where n denotes the outer unit normal vector to Ω. The corresponding weak problem
on the continuous level reads:

(∇u,∇ϕ) = (f, ϕ) + (g, ϕ)ΓN
∀ϕ ∈ V := H1

D(Ω).

The unknown solution u ∈ V is computed numerically; namely in a finite dimen-
sional function space Vh. To do so, we derive the discrete weak formulation using
the test functions uh ∈ Vh:

(∇uh,∇ϕh) = (f, ϕh) + (g, ϕh)ΓN
∀ϕh ∈ Vh. (1)

Details on the concrete form of the discrete trial and test functions are provided in
Section 3.

2.2 DWR for the linear diffusion problems and linear goal
functionals

2.2.1 Derivation

In the following we describe the DWR method for certain quantities of interest, i.e.,
goal functionals J(u). Possible examples are mean values, line integration or point
values:

J(u) =

∫
Ω

u dx, J(u) =

∫
Γ

∂nu dx, J(u) = u(x∗).

However, u is unknown and approximated by a discrete function uh. Thus the key
question is whether we can bound the error

J(u)− J(uh).

To address this question, we assign a dual problem: Find z ∈ V :

a(v, z) = J(v) ∀v ∈ V. (2)

Specifically, the dual bilinear form is defined as

a(v, z) = (∇v,∇z).

The boundary conditions are of homogeneous Dirichlet and Neumann type, where
the Dirichlet conditions are build into V .
Existence and uniqueness of this adjoint solution follow by standard arguments. The
regularity of z ∈ V depends on the regularity of the functional J . For J ∈ H−1(Ω)
it holds z ∈ H1(Ω). Given a more regular functional like the L2-error J(φ) =
‖eh‖−1(eh, φ) with J ∈ L2(Ω)∗, it holds z ∈ H2(Ω) on suitable domains (convex
polygonal or smooth boundary with C2-parametrization).
Inserting into (2) as special test function v := u− uh yields:

a(u− uh, z) = J(u− uh),

and therefore we have a representation for the error in the goal functional.
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In order to derive an error estimator, we use Galerkin orthogonality and insert the
test function vh:

a(u− uh, z − vh) = J(u− uh).

Since vh is an arbitrary discrete test function, we can, for instance, use a projection
vh := ihz (where ih : V → Vh) and obtain

Proposition 1. For the Galerkin approximation of the above bilinear form, we have
the a posteriori error identity:

J(u− uh) = a(u− uh, z − ihz). (3)

Since z is an unknown itself, we cannot yet simply evaluate the error estimator
because z is only analytically known in very special cases. Consequently in order
to obtain a computable error representation, z is approximated through a discrete
function z∗h, that is (as the primal problem itself) obtained from solving a discretized
version of (2). We then obtain

Proposition 2. Let z∗h be the discrete dual function. For the Galerkin approximation
of the above bilinear form, we have the a posteriori error representation

J(u− uh) ≈ a(u− uh, z∗h − ihz∗h)

The straight forward choice of z∗h = zh ∈ Vh as solution of

a(vh, zh) = J(vh) ∀vh ∈ Vh

is not applicable. Since zh − ihzh ∈ Vh and due to the Galerkin orthogonality this
choice yields

J(u− uh) ≈ a(u− uh, zh − ihzh) ≡ 0.

To overcome this point, we have different possibilities to get an approximation z∗h /∈
Vh as explained in the next section.
In order to obtain an error estimator, the right-hand side of (3) is either estimated
or approximated by some η(uh, z). The quality of this error estimator with respect
to the true error is measured in terms of the effectivity index Ieff with

Ieff(uh, z) =

∣∣∣∣ η(uh, z)

J(u− uh)

∣∣∣∣→ 1 (h→ 0). (4)

In many applications, the asymptotic sharpness 1 cannot be achieved, but it should
be emphasized that even overestimations of a factor 2 or 4 still yield a significant
reduction of the computational cost in order to obtain a desired accuracy for the
goal functional J(u).

Remark 1. The above error estimator η(uh, z) is the basis for the derivation of a
posteriori error estimates. In order to use this formulation for mesh refinement, we
need to localize the error contributions on each element (or alternatively per degree
of freedom). For localizing, the classical strategy and a variational localization using
a partition-of-unity are explained in Section 4.3.1 and Section 4.3.2.
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2.2.2 Approximation of the dual weights

For evaluation of the error form (3), we must calculate approximations of the interpo-
lation errors z− ihz. This approximation is the critical part in the DWR framework
that limits strict reliability [24]. A remedy is only given by spending sufficient effort
on the estimation of these weights on fine meshes [7, 10] or an additional control of
the approximation error in z − ihz [24].
As just mentioned, it is well-known that the discrete approximation of z− ihz must
be finer than the trial space for the primal variable as the residual is orthogonal on
Vh. Different methods have been suggested in the literature:

• Global higher-order approximation: higher FE solution on the same mesh or
using the same FE degree for primal and dual, but the dual is computed on a
finer mesh. Both variants are quite expensive [7];

• Local higher-order approximation using a patch-mesh structure [7], which is a
cheaper alternative, but still needs an agglomeration of elements around the
element of interest.

In this work, we propose a third variant:

• A local higher-order approximation using a single element. Here only the
current element is used for the approximation of the dual problem while using
the same polynomial degree for both the primal and the dual problem.

A detailed explanation of this third variant is provided in Section 4.2.2.

3 BEM-based FEM discretization

In this section we review some properties of polygonal meshes and the BEM-based
FEM. Since we are aiming to solve the diffusion equation, we face the discretization
of

H1
D(Ω) = {v ∈ H1(Ω) : v = 0 on ΓD}.

The BEM-based FEM is a finite element method employing implicitly defined test
and trial functions such that the method is applicable on polygonal meshes. These
functions are treated by means of boundary integral formulations locally. Basically,
what changes in comparison to FEM procedures is the computation of the local
stiffness matrices on each element employing a local BEM solver. In the following,
we review the approach described in [41]. For generalizations to 3D and more general
equations see, e.g., [18, 33].

3.1 Polygonal meshes

We decompose the domain Ω into a family of meshes Kh containing non-overlapping,
polygonal elements K ∈ Kh such that

Ω =
⋃

K∈Kh

K.

The mesh is called regular if

6



xK

rK

K

xE,2 xE,1

xi
E = xE,1xE,2

Sat Apr  2 21:24:56 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 1

X−Axis

Y
−

A
xi

s

Figure 1: Two admissible elements (left) and polygonal mesh with naturally ap-
pearing hanging nodes (right), the nodes are marked with dots.

• all elements K ∈ Kh are star-shaped with respect to a circle of radius rK and
midpoint xK , see Figure 1, and

• the ratio of the element diameter hK and rK is uniformly bounded, i.e. hK/rK <
σK, and

• the element diameter can be uniformly bounded by a constant cK times the
smallest length of its edges, i.e. hK < cKhE for E ∈ E(K).

Here, E(K) denotes the set of edges of K. Analogously, we denote by N (K) the set
of nodes of K. The midpoint xK is placed such that rK is maximized. If it is not
unique, an arbitrary but fixed one is chosen. Furthermore, we denote by Nh and
Eh the sets of all nodes and edges in the mesh. Each edge is located between two
nodes E = xE,1xE,2 that are the only nodes on the edge. We assume without loss of
generality that hK < 1, K ∈ Kh. This is always achievable by scaling the domain.
In this context of regular polygonal meshes we especially allow non-convex elements
and hanging nodes appear naturally as ordinary nodes on straight parts of the el-
ement boundary ∂K, see Figure 1. This property makes polygonal meshes very
flexible and useful in adaptive meshing strategies. Local mesh refinement and coars-
ening can be easily obtained without additional local post-processing to keep the
mesh admissible. Such operations are usually applied in high performance comput-
ing to achieve accurate results or in time-dependent problems to track singularities.
On polygonal meshes these operations come almost for free.

3.2 Approximation space

Obviously, it is not possible to use piecewise polynomials over the polygonal mesh
to define a conforming approximation space V k

h ⊂ H1
D(Ω). In contrast, V k

h is de-
fined implicitly over each polygonal element. The index k ≥ 1 gives the order of
approximation. In the case of the diffusion equation, the BEM-based FEM makes
use of

V k
h = {v ∈ H1

D(Ω) : ∆v|K ∈ Pk−2(K), K ∈ Kh and v|E ∈ Pk(E), E ∈ Eh}.

Here, Pp(·) denotes the space of polynomials of degree up to p over the elements and
edges, respectively, where by definition P−1(·) = {0}. In [41], it has been shown that
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the discrete variational formulation (1) together with this approximation space yields
optimal rates of convergence for the error in the H1- and L2-norm on a sequence of
regular, uniformly refined, polygonal meshes. More precisely, it holds

‖u− uh‖H`(Ω) ≤ c hk+1−` |u|Hk+1(Ω) for u ∈ Hk+1(Ω) and ` = 0, 1,

where h = max{hK : K ∈ Kh} and the constant c only depends on the mesh
regularity. For ` = 0 some additional regularity of the dual problem is assumed.
The basis set of V k

h is defined element-by-element and glued continuously to obtain
the globally conforming approximation space of H1(Ω). In this regard, we consider
the restriction of V k

h onto a single element K ∈ Kh and denote it by V k
h (K). Let

Pkpw(∂K) = Pkpw,d(∂K) ∩ C0(∂K) and

Pkpw,d(∂K) = {p ∈ L2(∂K) : p|E ∈ Pk(E), E ∈ E(K)}

be the spaces of piecewise polynomials over the boundary of the elementK, which are
continuous and discontinuous at the nodes, respectively. Each function ψ ∈ V k

h (K)
fulfils locally a boundary value problem

−∆ψ = pK in K,

ψ = p∂K on ∂K,
(5)

with pK ∈ Pk−2(K) and p∂K ∈ Pkpw(∂K). Since (5) has a unique solution, ψ ∈
V k
h (K) is given uniquely by the data pK and p∂K . The space V k

h (K) is split into the
direct sum V k

h,H(K)⊕V k
h,B(K) of two types of functions: the harmonic functions V k

h,H

with −∆ψ = 0 in K and the element bubble functions V k
h,B with ψ = 0 on ∂K. In

order to construct the basis functions of V k
h (K), we choose a standard basis set of

Pk−2(K) as well as of Pkpw(∂K). For each function in these sets an element bubble
or a harmonic basis function ψ of V k

h,B(K) and V k
h,H(K) is obtained by (5) with

the corresponding data. Finally, we obtain by gluing the harmonic basis function
continuously the global representation

V k
h = V k

h,H ⊕ V k
h,B with V k

h,B =
⊕
K∈Kh

V k
h,B(K). (6)

For a more detailed description of this procedure and a study of interpolation and
approximation properties, we refer to [41]. In particular, we utilize the interpolation
operator Ikh : C(Ω) ∩ H1(Ω) → V k

h defined in [41] for the realization of the dual-
weighted residual estimator later on. In the practical implementation the local
problems (5) for the basis functions are realized by means of boundary element
methods, see Subsection 3.4.
Since V 1

h and especially the first order basis function are of particular interest in the
remainder of this paper, we state an explicit definition. For each node xi ∈ Nh in
the mesh, we define the piecewise harmonic function ψxi as unique solution of

−∆ψxi = 0 in K for all K ∈ Kh,

ψxi(x) =

{
1 for x = xi,

0 for x ∈ Nh \ {xi},
(7)

ψxi is linear on each edge of the mesh.

These functions fulfil the Dirac delta property in the nodes of the mesh.
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3.3 Variational formulation

In this section, we discuss an important consequence of the decomposition (6) of the
approximation space V k

h for the discrete weak formulation (1) of the primal problem.
These considerations also apply to the discrete version of the dual problem (2). The
approximation uh ∈ V k

h is sought in the form uh = uh,H + uh,B ∈ V k
h,H ⊕ V k

h,B, where

uh,B =
∑

K∈Kh
uh,B,K is split further into its element contributions uh,B,K ∈ V k

h,B(K).
If we insert this representation into (1), the discrete weak formulation decouples.
For ψ ∈ V k

h,H and ϕ ∈ V k
h,B, the restriction ψ|K onto an element K ∈ Kh is harmonic

and ϕ ∈ H1
0 (K). Consequently, it is (∇ψ,∇ϕ)K = 0 and we obtain uh,H ∈ V k

h,H as
unique solution of

(∇uh,H ,∇ϕ) = (f, ϕ) + (g, ϕ)ΓN
∀ϕ ∈ V k

h,H . (8)

Furthermore, it is easily seen that uh,B ∈ V k
h,B is given uniquely by element-wise

subproblems. On each K ∈ Kh, uh,B,K fulfils

(∇uh,B,K ,∇ϕ)K = (f, ϕ)K ∀ϕ ∈ V k
h,B(K). (9)

Consequently, uh,B is determined by local projections of the right-hand side f into
the discrete spaces V k

h,B(K), whereas uh,H is obtained by a global system of linear
equations.

3.4 Boundary Element Method (BEM)

Let us consider the boundary value problem (5), and denote by γK0 ψ ∈ H1/2(∂K)
the usual trace of ψ on ∂K. Furthermore, let nK be the outer unit normal vector
of K and denote by γK1 ψ ∈ H−1/2(∂K) the Neumann trace of ψ on ∂K. This trace
is given for sufficiently regular ψ as

γK1 ψ(x) = lim
K3x̃→x

nK(x) · ∇ψ(x̃) for x ∈ ∂K.

Here, H1/2(∂K) is a Sobolev-Slobodeckii space on the manifold ∂K and H−1/2(∂K)
its dual space. Thus, γK1 and ∂nK

coincide for sufficiently regular functions. In the
following, we assume that pK = 0 in (5). Since pK ∈ Pk−2(K), this assumption is
always achievable by homogenization of the right-hand side with a polynomial, see,
e.g., [19]. In this case, it is known that the solution of (5) can be expressed in the
interior of K with the help of the representation formula

ψ(x) =

∫
∂K

U∗(x, y)γK1 ψ(y) dsy −
∫
∂K

γK1,yU
∗(x, y)γK0 ψ(y) dsy for x ∈ K, (10)

where γK1,y denotes the Neumann trace with respect to y and U∗(x, y) = − 1
2π

ln(|x−
y|), x, y ∈ R2 is the so called fundamental solution of minus the Laplacian. A
corresponding representation for ∇ψ can be obtained by differentiating (10). The
Neumann trace, appearing in the first boundary integral, is unknown in general.

Therefore, we approximate γK1 ψ by γ̃K1 ψ ∈ Pkpw,d(∂K) using a Galerkin projection
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for a boundary integral equation connecting the Dirichlet and Neumann trace. The
utilized formulation of the boundary element method reads:

Find γ̃K1 ψ ∈ Pkpw,d(∂K) :(
VK γ̃K1 ψ, q

)
∂K

=
((

1
2
I + KK

)
p∂K , q

)
∂K
∀q ∈ Pk−1

pw,d(∂K).
(11)

This formulation is uniquely solvable and involves the single layer potential VK :
H−1/2(∂K)→ H1/2(∂K) and the double layer potential KK : H1/2(∂K)→ H1/2(∂K),
which are boundary integral operators. Thus, the task to find an approximation of
the Neumann trace is reduced to a one-dimensional problem on the boundary ∂K.
The approximated trace can be used afterwards in the representation formula (10)
in order to obtain an approximate evaluation of ψ. In many applications it is even
sufficient to know the Dirichlet and the approximated Neumann data on the bound-
ary of K. For more details on the concepts presented in this section we refer to
the literature on boundary integral equations and boundary element methods, see,
e.g., [23, 36].

3.5 Comments on the implementation

In this section, we explain the main steps required for the implementation of the
BEM-based FEM. This implementation constitutes the basis of our adaptive algo-
rithm, which is developed in the next section. The variational formulation (8) and
the local projections (9) are treated in the usual finite element framework:

• The global matrix of the system of linear equations in (8) is assembled element-
wise by the successive adding up of local stiffness matrices.

• In order to avoid volume integrals involving the implicitly defined basis func-
tions, we apply Green’s first identity locally such that

(∇uh,H ,∇ϕ)K = (γK1 uh,H , γ
K
0 ϕ)∂K .

The term (∇uh,B,K ,∇ϕ)K is similarly reduced to the boundary.

• The data terms (f, ϕ) and (g, ϕ)ΓN
are treated by means of numerical quadra-

ture over each element and edge, respectively. For the first integral each ele-
ment is split into triangles and a seven point quadrature formula is applied,
where the evaluation of ϕ is realized with the help of the representation for-
mula (10).

• The local stiffness matrix can be approximated by replacing the first term in

(γK1 uh,H , γ
K
0 ϕ)∂K by the BEM approximation γ̃K1 uh,H . Alternatively, it turns

out that the local stiffness matrices can be approximated very well with the
symmetric discretization of the Steklov-Poincaré operator

SK = DK +
(

1
2
IK + K′K

)
V−1
K

(
1
2
IK + KK

)
,

which is expressed by boundary integral operators. Here, IK is the identity
and DK the hypersingular integral operator.
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• The global system of linear equations is solved iteratively with the help of the
conjugate gradient (CG) method. For the tests in Section 5, we simply work
with the CG method without any preconditioning.

In order to treat the locally implicitly defined trial functions and to compute the
local stiffness matrices a boundary element method is applied:

• The application of the potentials VK and KK as well as the boundary integrals
in (10) to piecewise polynomial data can be evaluated analytically.

• In the implementation, the double integrals over the boundary ∂K in (11),
are realized by an advanced adaptive integration scheme, which is based on
local subdivision of edges and shifting of Gaussian points according to the
singularities of the integral kernels.

• The BEM is applied on the naturally given discretization of ∂K, i.e., no further
discretization of the edges in the element boundary is applied. Therefore, and
since the number of nodes per element is bounded, the resulting boundary
element matrices are small.

• The resulting system of linear equations from (11) is solved with LAPACK.

• Boundary element matrices are set up once per element and used for all basis
functions throughout the computations.

• The set up of boundary element matrices for different elements is independent
and can be fully parallelized. Even the computation of the single entries of
the matrices can be parallelized.

More details on the specific implementation for the BEM-based FEM can be found
in [32].

4 Realization of the dual-weighted residual method

In this section, we explain the realization of the dual-weighted residual method for
goal-oriented error estimation using as discretization the previously reviewed BEM-
based FEM. We first introduce special meshes and then recall various strategies to
discretize the primal and dual problems. As novelty, we introduce an element-based
post-processing of the dual solution. Finally two error representations are recapitu-
lated: using the classical method with strong forms of the differential operator, and
secondly, using a partition-of-unity for the variational form.

4.1 Special meshes

For the later described post-processing of the dual solution, we do not allow general
polygonal meshes Kh as described in Section 3.1. There, we restrict ourselves to
regular meshes Kh with polygonal elements having an even number of nodes, such
that every second node lies on an straight part of the boundary of the element.

11



Furthermore, we assume that by removing these nodes from the mesh we obtain a
coarsened polygonal mesh K2h which is still regular. In Figure 2, we visualize such
meshes Kh in the middle column and their corresponding coarsened meshes K2h in
the left column. Using these meshes we define the approximation spaces V k

h and
V k

2h, respectively.
The condition on the node count for Kh is not a real restriction. We can always
introduce some additional nodes in the mesh to ensure the requirements. This is
also done when we refine some given meshes. The middle column of Figure 2 shows
a sequence of uniform refined meshes which are used in later numerical experiments
in Section 5. In the refinement procedure each element in the mesh Kh is split as
described in [39]. This yields a mesh which does not fulfil the requirement on the
node count for each element in general, see Figure 2 right. However, we can ensure
the required structure of the mesh by introducing some additional nodes. This can
be observed by comparing the refined, but inappropriate mesh, in the right column
of Figure 2 with the next mesh in the sequence depicted in the middle column.

4.2 Approximation of the primal and dual solution

The primal and dual problems are treated by means of BEM-based FEM as described
in Section 3. For this reason the domain is meshed into polygonal elements fulfilling
the regularity assumption and, in most experiments, the requirement on the node
count as described above. The primal variable u is approximated by uh ∈ V k

h , which
is given by the decoupled weak formulation (8) and (9).
In this paper we focus on two strategies for the approximation of the dual solution z.
Either we use globally a higher-order for the approximation, which is, however,
practically expensive, or we apply a local post-processing of zh ∈ V k

h . The local
post-processing is especially attractive for the approximation space of the BEM-
based FEM, since there is no need for local agglomerations of elements as we see
in the next sections. The reason to consider both strategies is a more reliable
verification of our algorithms and programming code rather than just testing one
single technique.

4.2.1 Dual solution with globally higher-order discretization

A brute force strategy to obtain an approximation of the dual solution, which is
suited for error estimation, is to solve the discrete variational formulation with
higher accuracy. To track the approximation order, we write uh = u

(k)
h ∈ V k

h for the
approximation of the primal solution. The dual solution can be approximated by
z

(k+1)
h ∈ V k+1

h on the same mesh. The choice z∗h = z
(k+1)
h is applicable for the error

representation, cf. (3). Here, we do not need the restriction on the node count for
the mesh Kh. As we already mentioned, this strategy is computationally expensive
in practical applications. However, it serves as a good starting point to verify the
performance of the dual-weighted residual method on polygonal meshes.

12



Sun Apr  3 10:23:01 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 0

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:24:36 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 0

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:24:56 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 1

X−Axis

Y
−

A
xi

s

Sun Apr  3 10:23:33 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 1

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:25:27 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 1

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:25:34 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 2

X−Axis

Y
−

A
xi

s

Sun Apr  3 10:24:22 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 2

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:25:46 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 2

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:25:51 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 3

X−Axis

Y
−

A
xi

s

Sun Apr  3 10:24:30 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 3

X−Axis

Y
−

A
xi

s

Sat Apr  2 21:26:04 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 3

X−Axis

Y
−

A
xi

s

Sun Apr  3 11:12:40 2016

−0.1 0 1 1.1
−0.1

0

1

1.1

Mesh in Level 4

X−Axis

Y
−

A
xi

s

Figure 2: Each row corresponds to the mesh in one FEM simulation, the middle
column corresponds to the actual mesh Kh, the left column shows the mesh K2h

after coarsening and the right column shows the mesh after refinement before the
nodes are added to ensure the condition on the node count.
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4.2.2 Dual solution exploiting local post-processing

A more convenient and efficient strategy is to approximate the dual solution zh =
z

(k)
h ∈ V k

h on the same mesh with the same approximation order as the primal solu-
tion. Afterwards z∗h is chosen as a post-processed version of zh on a coarsened mesh
with higher approximation order. This strategy is well discussed in the literature
for simplicial meshes, see [31] and the references therein (but has in fact already
been introduced in the early studies [7]). The key point is, how the meshes, and
especially the coarse meshes, are chosen. Since polygonal meshes are very flexible
and inexpensive for coarsening and refining, they are well suited for this task. It
is possible to just agglomerate two or more neighboring elements to construct a
coarsened mesh.
In the following we describe, however, a slightly different strategy that does not
need the agglomeration of elements and is applicable on single elements. We use
the meshes Kh and K2h discussed in Subsection 4.1 fulfilling the requirement on
the node count. The approach relies on two key ingredients: the hierarchy of the
discretization of the element boundaries ∂K in these two meshes and the decoupling
of the dual problem analogously to (8) and (9) for the primal problem.
Let zh ∈ V k

h be the approximation of the dual problem over the mesh Kh. We
construct z∗h ∈ V k+1

2h as locally post-processed function over the mesh K2h. We write

the mapping zh = z
(k)
h 7→ z∗h ∈ V k+1

2h also in operator notation with Pk+1
2h : V k

h →
V k+1

2h such that z∗h = Pk+1
2h z

(k)
h . It is sufficient to define the post-processing on a

single element K ∈ Kh, since it directly generalizes to the entire mesh. The element
K = Kh ∈ Kh has a corresponding element K2h ∈ K2h, which is obtained by skipping
every second node on the boundary ∂Kh. Thus, the shapes of these elements coincide
and they only differ in the number of nodes on the boundary. Consequently, ∂Kh can
be interpreted as a refinement of ∂K2h, or in other words, ∂Kh and ∂K2h are one-
dimensional patched meshes of the element boundary. Therefore, it is Pkpw(∂K2h) ⊂
Pkpw(∂Kh). In terms of the approximation space we have V k

2h(Kh) := V k
h (K2h) ⊂

V k
h (Kh). Since it is clear from the approximation space which element is meant, we

skip the index h and 2h again.
Suppose we would approximate the dual problem globally in V k+1

2h . Then, the weak
formulation decouples into a global system of linear equations in order to compute
the expansion coefficients of the harmonic basis functions and into a projection of
the error functional into the space of element bubble functions. We similarly proceed
with the post-processing. Exploiting the hierarchy of the boundary, we construct
z∗h = z∗h,H + z∗h,B ∈ V k+1

2h (K) = V k+1
2h,H(K)⊕ V k+1

2h,B(K) from zh = zh,H + zh,B ∈ V k
h (K)

in the following way: We set

z∗h,H ∈ V k+1
2h,H(K) as interpolation of zh,H ∈ V k

h,H(K) (12)

and

z∗h,B ∈ V k+1
2h,B(K) as solution of: (∇z∗h,B,∇ϕ)K = J(ϕ) ∀ϕ ∈ V k+1

2h,B(K). (13)

The interpolation in (12) is equivalent to an interpolation of a function in Pkpw(∂Kh)
by a function in Pk+1

pw (∂K2h). Thus, a standard point-wise interpolation procedure
is applied. The definition of z∗h,B is exactly the projection of the error functional
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into the space of element bubble functions. Both operations are local over a single
element and are thus suited for a computationally inexpensive post-processing.

Remark 2. The first idea might be to use the interpolation operator Ikh mentioned

in Subsection 3.2 and to set z∗h = Ik+1
2h z

(k)
h . But, this strategy does not work. The

interpolation affecting the harmonic basis functions yields the same results as de-
scribed above. But, the transition from the lower order element bubble functions to
the higher-order ones is not well suited. Since there is no agglomeration of elements
and the process is kept on a single element, there is no additional information in the
interpolation using higher-order element bubble functions. This is reflected by the
fact that V k

h,B(K) = V k
2h,B(K). The choice (13) overcomes this deficit and includes

the required information for the element bubble functions by exploiting the dual
problem.

4.3 The localized error estimators

In this subsection, we discuss the localization of the error representation derived in
Section 2 on polygonal meshes. The representation involves the adjoint sensitivity
measure z−ihz with ih : V → V k

h . Since the dual solution is not known in general, it
is approximated (as usually done in the literature) in the numerical tests as discussed
in Subsection 4.2. In the realization, we replace z in the error estimates by z∗h. The
operator ih is realized in the following with the help of the interpolation operator
Ikh, which is mentioned in Subsection 3.2 and defined in [41].

4.3.1 The classical way

In the classical way, the error identity in Proposition 1 is realized by using the
concrete problem, followed by integration by parts on every mesh element K ∈ Kh,
yielding

J(u− uh) =
∑
K∈Kh

{(
f + ∆uh, z − ihz

)
K
−
∫
∂K

∂nuh (z − ihz) ds
}

+

∫
ΓN

g (z − ihz) ds.

Following the usual procedure for residual based error estimators [38, 39], we combine
each two boundary integrals over element edges to a normal jump and proceed with
Cauchy-Schwarz to get

Proposition 3. For the BEM-based FEM approximation of the Poisson equation,
we have the a posteriori error estimate based on the classical localization:

|J(u− uh)| ≤ ηCL :=
∑
K∈Kh

ηCL
K (14)

with
ηCL
K = ‖f + ∆uh‖K ‖z − ihz‖K +

∑
E∈E(K)

‖R‖E ‖(z − ihz)‖E, (15)
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where R is the so called edge residual, which is defined over each edge of the mesh
as

R =


0, on ΓD,

g − ∂nuh, on ΓN ,

−1
2
[∂nuh], else.

By [∂nuh] we denote the jump of the uh derivative in normal direction to the edge.

According to the definition of the trial space we have ∆uh ∈ Pk−2(K) in each
K ∈ Kh. Since most of the basis functions are harmonic, ∆uh is directly obtained
by the expansion coefficients of the element bubble functions. The term ∂nuh has
already been approximated in Pk−1

pw,d(∂K) by means of BEM.
In the literature, the local error indicator (15) is usually estimated in order to
separate it into two parts such that ηCL

K ≤ ρK(uh)ωK(z). The first part ρK(uh)
contains the residual with the discrete solution uh and the problem data and the
second part ωK(z) contains the adjoint sensitivity measure z − ihz. The separation
is obtained by further applications of the Cauchy-Schwarz inequality and reads in
our notation

|J(u− uh)| ≤
∑
K∈Kh

(
‖f + ∆uh‖K + h

− 1
2

K ‖R‖∂K
)︸ ︷︷ ︸

=:ρK(uh)

(
‖z − ihz‖K + h

1
2
K‖z − ihz‖∂K

)︸ ︷︷ ︸
=:ωK(z)

.

(16)
In order to incorporate the polygonal structure of the elements and in particular the
different numbers and lengths of their edges, we propose to split the L2-norms over
the boundaries of the elements. This refined manipulation yields

|J(u− uh)| ≤
∑
K∈Kh

(
‖f + ∆uh‖2

K +
∑

E∈E(K)

h−1
E ‖R‖

2
E

)1/2

︸ ︷︷ ︸
=:ρK(uh)

·
(
‖z − ihz‖2

K +
∑

E∈E(K)

hE‖z − ihz‖2
E

)1/2

︸ ︷︷ ︸
=:ωK(z)

. (17)

The powers of hK and hE in (16) and (17) are chosen in such a way that the
volume and boundary terms contribute in the right proportion. This weighting of
the norms implicitly makes use of hE ∼ hK , which is guaranteed by the regularity of
the polygonal meshes. For triangular and quadrilateral meshes the terms hE and hK
only differ by a small multiplicative factor. (For quadrilaterals it is hK =

√
2hE).

In polygonal meshes, however, the ratio hK/hE < cK can be large and it might
even blow up in the numerical tests, if the regularity is not enforced. Due to these
reasons, it seems to be natural to weight directly the volume term ‖f + ∆uh‖K
with ‖z − ihz‖K and the edge term ‖R‖E with ‖(z − ihz)‖E which gives rise to
Proposition 3.

Remark 3. Similar estimators can be derived based on the adjoint form, where the
residuals of the adjoint equation ρ∗K(uh, zh) are weighted with primal interpolation

16



errors ωK(u). A mixed estimator is then composed by using the primal and dual
sub-estimators as explained in [7]. For linear problems (linear PDEs and linear goal
functionals) all estimators, primal, dual, and mixed, are equivalent. Corresponding
computational comparisons have been undertaken in [31] yielding the same numbers
for goal functionals and their errors, but different meshes.

4.3.2 A variational error estimator with PU localization

We use a new localization approach [31] based on the variational formulation. Lo-
calization is simply based on introducing a partition-of-unity (PU)

∑
ψi ≡ 1 into

the global error representation Proposition 1:

J(u− uh) =
N∑
i=1

ηPUi , (18)

where
ηPUi =

{
a
(
u− uh, (z − ihz)ψi

)}
,

and more specifically for the diffusion problem:

ηPUi =
{(
f, (z − ihz)ψi

)
+
(
g, (z − ihz)ψi

)
ΓN
−
(
∇uh,∇((z − ihz)ψi)

)}
.

Thus, it remains to define a PU over polygonal meshes. In the case of triangular or
quadrilateral meshes, the (bi-)linear basis functions are usually utilized, which are
associated with nodes. The same is possible for polygonal meshes and the corre-
sponding nodal basis functions, cf. (7). Let K ∈ Kh and consider ψ =

∑
xi∈N (K) ψxi .

Obviously, it is ∆ψ = 0 and ψ|∂K ≡ 1. Therefore, ψ is the solution of a Dirichlet
problem for the Laplace equation and because of the unique solvability we have
ψ ≡ 1 on K. Consequently, the nodal basis functions fulfils the partition-of-unity
property and we can use them in (18).
The corresponding error indicators ηPUi are node-wise contributions of the error and
one might usually proceed in one of the two ways:

• In a node-wise fashion: if a node xi is picked for refinement, all elements
touching this node will be refined. This procedure automatically leads to a
patch-refined structure of the mesh.

• Alternatively, one could also first assemble element wise for each K ∈ Kh
indicators by summing up all indicators belonging to nodes of this element
and then carry out adaptivity in the usual element-wise way.

However in this paper, we propose a third possibility:

• An element-wise partition-of-unity
∑

K∈Kh
χK is applied in order to obtain

directly an element-wise indicator.

In the following we explain the last idea in more detail. Let σ(xi) = |{K ∈ Kh :
xi ∈ N (K)}| be the number of neighboring elements to the node xi ∈ Nh. Then,
we can write

1 ≡
∑
xi∈Nh

ψxi =
∑
K∈Kh

∑
xi∈N (K)

1

σ(xi)
ψxi =

∑
K∈Kh

χK on Ω,

17



and thus obtain a new partition-of-unity employing the element-wise functions

χK =
∑

xi∈N (K)

1

σ(xi)
ψxi .

The support of χK is local and covers the neighboring elements of K, namely

suppχK = {x ∈ K ′ : K ′ ∈ Kh, K ∩K ′ 6= ∅}.

Consequently, when we refer from now on to the PU-based localization technique,
we mean the error representation

Proposition 4. For the BEM-based FEM approximation of the Poisson equation,
we have the element-wise PU-DWR a posteriori error representation and estimate

J(u− uh) = ηPU :=
∑
K∈Kh

ηPU
K and |J(u− uh)| ≤ ηPU

abs :=
∑
K∈Kh

|ηPU
K |, (19)

respectively, with

ηPU
K =

(
f, (z − ihz)χK

)
+
(
g, (z − ihz)χK

)
ΓN
−
(
∇uh,∇((z − ihz)χK)

)
. (20)

We finish this section by two comments on the practical realization:

Remark 4. Even if high-order approximations are used for the primal and dual
problems, the PU can be realized using a lowest order method, e.g., of linear type.

Remark 5. We finally emphasize that the weak error estimator without PU can be
used for mesh refinement but yields a significant overestimation of the error. That
is of course equivalent to saying that in the classical form the integration by parts
is not carried out. A theoretical justification to apply integration by parts can be
found in [11].

4.4 Mesh adaptation algorithm

Let an error tolerance TOL be given. Mesh adaption is realized using extracted local
error indicators from Proposition 3 or Proposition 4, respectively. This information
is used to adapt the mesh using the following strategy:

1. Solve: Compute the primal solution uh and the (higher-order) dual solution
z∗h on the present mesh Kh.

2. Estimate:

• Determine the indicator ηK for each element K.

• Compute the sum of all indicators η :=
∑

K ηK and ηabs :=
∑

K |ηK |.
(Note that ηCL

abs = ηCL but ηPU
abs 6= ηPU.)

• Check, if the stopping criterion is satisfied: |η| ≤ TOL, then accept uh
within the tolerance TOL. Otherwise, proceed to the following step.

3. Mark all elements K that have values |ηK | above the average α
N
ηabs (where

N denotes the total number of elements of the mesh Kh and α ≈ 1).

4. Refine the mesh by splitting the marked elements.
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5 Numerical tests

In this section, we substantiate our developments with several different numerical
tests and various goal functionals. In the first example, we consider the standard
Poisson problem with a regular goal functional. The second example considers a
norm-based goal functional. In the third example we study adaptivity in detail.
In all examples, we compare the classical localization technique and the weak form
partition-of-unity. Moreover, we compare as previously mentioned different ways
to approximate the dual solution. The programming code is based on C and self-
developed and an extension of [40].
In analyzing our results, we notice that the tables and graphs are given with respect
to the number of degrees of freedom (DoF) in the following. This highlights the fact
that the considered sequences of meshes may have the same shapes of elements, but
have different numbers of degrees of freedom. This behavior is due to the mesh re-
quirement for the local post-processing involving additional nodes on the boundaries
of the elements. The degrees of freedom are also the usual criterion for adaptive re-
fined meshes. Furthermore, we point out that not all theoretical assumption on the
mesh regularity in Subsection 3.1 are enforced in the tests. During the refinement,
the edge lengths may degenerate with respect to the element diameter. If not oth-
erwise stated, all appearing volume integrals are treated by numerical quadrature
over polygonal elements as described in Subsection 3.5.

5.1 Problem 1: Verification in terms of a domain goal func-
tional

Let Ω = (0, 1)2. We consider the boundary value problem

−∆u = 1 in Ω,

u = 0 on ∂Ω,

on two uniform sequences of meshes depicted in Figure 2 (left and middle column).
With a little abuse of notation we denote the sequence of meshes by K2h and Kh
for the left and middle column in Figure 2, respectively. The goal functional is
chosen as J(v) =

∫
Ω
v dx, such that the dual and primal problem coincide. The

regularity of the solutions is only limited by the corners of the domain and it is
u, z ∈ H3−ε(Ω) for arbitrary small ε > 0. Furthermore, we use the reference value
J(u) ≈ 0.03514425375± 10−10 taken from [31] for the convergence analysis.
In the first experiment, we compare the different representations of the classical lo-
calization technique given in Subsection 4.3.1. Here we detect a significant difference
depending on the partition into residual terms and dual weights of the classical es-
timator. The primal solution is approximated in V 1

h and the dual solution is treated

by globally higher-order, i.e. z∗h = z
(2)
h . For this choice, we do not need the require-

ment on the node count for the meshes. Therefore, we perform the computations on
the mesh sequence K2h of the unite square Ω. The effectivity index Ieff is presented
in Table 1. For comparisons, we also provide results computed on a sequence of
structured meshes with rectangular elements. We observe, that the effectivity index
is indeed closer to one for the sharpened estimates. Therefore, we only apply (14)
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Table 1: Problem 1 approximated with uh ∈ V 1
h , and dual solution treated by

globally higher-order, i.e. z∗h = z
(2)
h . Comparison of effectivity for different rep-

resentations of the classic localization on a mesh sequence K2h and on structured
meshes.

polygonal-meshes quad-meshes

DoF J
(
u− u(1)

h

)
ICL

eff (14) ICL
eff (16) ICL

eff (17) DoF J
(
u− u(1)

h

)
ICL

eff (14)

4 5.52 · 10−3 3.01 6.30 3.31 9 2.56 · 10−3 2.91
8 3.48 · 10−3 2.21 6.56 4.03 49 6.51 · 10−4 2.93

13 4.30 · 10−3 1.74 4.83 2.59 121 2.90 · 10−4 2.93
25 2.33 · 10−3 2.02 5.42 2.98 225 1.64 · 10−4 2.92
57 1.32 · 10−3 1.99 5.89 3.37 361 1.05 · 10−4 2.92

129 5.36 · 10−4 2.29 6.47 3.64 529 7.27 · 10−5 2.92
289 2.63 · 10−4 2.34 6.73 3.84 729 5.35 · 10−5 2.92
620 1.17 · 10−4 2.65 7.45 4.28 961 4.09 · 10−5 2.92

1297 5.67 · 10−5 2.66 7.48 4.24 1225 3.23 · 10−5 2.92

in the following experiments for the classical localization. Furthermore, the com-
parison with structured meshes indicate that the polygonal shapes of the elements
do not influence the effectivity on these uniform refined meshes.
Next, we compare the effectivity index for the PU-based and the classical localization
with (14). The problems are approximated with k = 1, 2. In Table 2, we show Ieff

for the choice z∗h = z
(k+1)
h on a sequence of meshes K2h. The effectivity index for the

PU localization is close to one whereas the classical localization lacks on effectivity
for the first order approximation k = 1. For k = 2 the effectivity ICLeff is improved.

Furthermore, in Table 3, we applied the local post-processing of z
(k)
h in order to

construct z∗h = Pk+1
2h z

(k)
h and therefore the computations are done on the sequence

of meshes Kh, which fulfil the condition on the node count. Although the elements
have the same shapes in the sequences of meshes, the number of degrees of freedom
is larger in Kh than in K2h. Both localization strategies show good effectivity in
Table 3. Due to the local post-processing instead of the globally higher-order ap-
proximation for the dual solution, the computational cost is significantly reduced
compared to the experiments for Table 2. We finally remark that for obtaining

Table 2: Problem 1 approximated with uh ∈ V k
h , k = 1, 2 and dual solution treated

by globally higher-order, i.e. z∗h = z
(k+1)
h . Comparison of effectivity for PU localiza-

tion and classical localization with (14) on mesh sequence K2h.

DoF J
(
u− u(1)

h

)
ICL

eff (14) IPU
eff DoF J

(
u− u(2)

h

)
ICL

eff (14) IPU
eff

8 3.48 · 10−3 2.21 1.16 35 1.76 · 10−4 2.09 1.30
13 4.30 · 10−3 1.74 0.99 65 7.36 · 10−5 1.59 1.24
25 2.33 · 10−3 2.02 1.00 129 1.41 · 10−5 1.65 1.30
57 1.32 · 10−3 1.99 1.01 273 4.00 · 10−6 1.60 1.27

129 5.36 · 10−4 2.29 1.03 577 7.80 · 10−7 1.68 1.34
289 2.63 · 10−4 2.34 1.04 1217 1.93 · 10−7 1.66 1.34
620 1.17 · 10−4 2.65 1.07 2519 3.63 · 10−8 1.80 1.41

1297 5.67 · 10−5 2.66 1.07 5153 4.95 · 10−9 3.62 2.90
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Table 3: Problem 1 approximated with uh ∈ V k
h , k = 1, 2 and dual solution treated

by local post-processing, i.e. z∗h = Pk+1
2h z

(k)
h . Comparison of effectivity for classical

with (14) and PU localization on mesh sequence Kh.
DoF J

(
u− u(1)

h

)
ICL

eff (14) IPU
eff DoF J

(
u− u(2)

h

)
ICL

eff (14) IPU
eff

25 3.41 · 10−3 1.40 0.92 69 1.21 · 10−5 1.20 0.57
45 1.76 · 10−3 1.96 0.96 129 1.07 · 10−5 1.27 0.86
89 9.17 · 10−4 2.05 0.95 257 8.69 · 10−7 1.19 0.68

193 4.63 · 10−4 2.36 0.96 545 6.76 · 10−7 1.50 1.08
465 2.31 · 10−4 1.99 0.93 1249 4.36 · 10−8 1.34 0.79
953 1.14 · 10−4 2.10 0.95 2545 2.65 · 10−8 1.56 1.14

2069 5.66 · 10−5 2.12 0.95 5417 1.50 · 10−9 2.01 1.39
4269 2.83 · 10−5 2.09 0.96 11097 < 10−9 – –

errors of similar order in the case of k = 2, the meshes in Table 2 are one times
more refined in comparison to the method presented in Table 3. However, as just
explained the mesh itself is coarser but the number of degrees of freedom is higher
on the other hand when using the local post-processing of z

(k)
h .

5.2 Problem 2: A norm-based goal functional

In our second example, let Ω = (0, 1)2. We consider the boundary value problem

−∆u = f in Ω,

u = 0 on ∂Ω,

where f is chosen such that u(x1, x2) = sin(πx1) sin(πx2) is the analytical solution.
As in the previous problem, we compare the different localization techniques and
the two choices of z∗h. The computations are done solely on the sequence of meshes
fulfilling the node count condition, which is depicted in Figure 2 in the middle
column. The error functional is chosen as

J(v) =
(u− uh, v)

‖u− uh‖2
,

Table 4: Problem 2 approximated with uh ∈ V k
h , k = 1, 2 and dual solution treated

by globally higher-order, i.e. z∗h = z
(k+1)
h . Comparison of effectivity for PU localiza-

tion and classical localization with (14) on mesh sequence Kh.
DoF J

(
u− u(1)

h

)
ICL

eff (14) IPU
eff DoF J

(
u− u(2)

h

)
ICL

eff (14) IPU
eff

25 3.80 · 10−2 1.76 0.92 69 5.64 · 10−3 1.38 0.95
45 2.10 · 10−2 1.99 0.98 129 2.90 · 10−3 1.26 0.95
89 1.05 · 10−2 1.91 0.81 257 8.48 · 10−4 1.27 0.97

193 5.34 · 10−3 2.05 0.83 545 3.57 · 10−4 1.29 0.96
465 2.59 · 10−3 1.98 0.82 1249 1.17 · 10−4 1.46 0.93
953 1.35 · 10−3 2.06 0.83 2545 4.04 · 10−5 1.35 0.98

2069 6.75 · 10−4 2.11 0.82 5417 1.59 · 10−5 1.37 0.99
4269 3.38 · 10−4 2.04 0.84 11097 5.26 · 10−6 1.36 1.05
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Table 5: Problem 2 approximated with uh ∈ V k
h , k = 1, 2 and dual solution treated

by local post-processing, i.e. z∗h = Pk+1
2h z

(k)
h . Comparison of effectivity for classical

with (14) and PU localization on mesh sequence Kh.
DoF J

(
u− u(1)

h

)
ICL

eff (14) IPU
eff DoF J

(
u− u(2)

h

)
ICL

eff (14) IPU
eff

25 3.80 · 10−2 1.65 0.83 69 5.64 · 10−3 1.26 0.95
45 2.10 · 10−2 1.79 0.86 129 2.90 · 10−3 1.28 0.96
89 1.05 · 10−2 2.29 0.84 257 8.48 · 10−4 1.28 0.97

193 5.34 · 10−3 2.16 0.80 545 3.57 · 10−4 1.30 0.95
465 2.59 · 10−3 2.24 0.82 1249 1.17 · 10−4 1.29 0.89
953 1.35 · 10−3 2.20 0.82 2545 4.04 · 10−5 1.32 0.97

2069 6.75 · 10−4 2.25 0.82 5417 1.59 · 10−5 1.33 0.97
4269 3.38 · 10−4 2.19 0.82 11097 5.26 · 10−6 1.34 1.01

such that J(u − uh) = ‖u − uh‖. Our results of the effectivity indices are shown
in Table 4 and 5. All indices are close to one and behave similar to those of the
previous Problem 1. IPUeff is hardly effected by the different approximations of the
dual solution and also the classical localization shows comparable effectivity. Con-
sequently, the computationally less expensive post-processing is to favor over the
higher-order approximation of the dual solution in practical applications.

5.3 Problem 3: Adaptivity

In this final example, let Ω = (−1, 1)×(−1, 1)\[0, 1]×[−1, 0] be an L-shaped domain
and its boundary is split into ΓD = {(x1, x2) ∈ R2 : x1 ∈ [0, 1], x2 = 0 or x1 = 0, x2 ∈
[−1, 0]} and ΓN = ∂Ω \ ΓD. We consider the boundary value problem

−∆u = 0 in Ω,

u = 0 on ΓD,

∂nu = g on ΓN ,

where g is chosen with the help of polar coordinates (r, φ), such that

u(r cosφ, r sinφ) = r2/3 sin
(

2
3
φ
)

is the exact solution. This is a classical problem for mesh adaptivity, since the
gradient of the solution inherits a singularity at the reentrant corner in the origin
of the coordinate system. It holds u ∈ H5/3(Ω). The considered goal functional is a
point evaluation

J(v) = v(x∗),

where x∗ is chosen as the upper right node inside the domain, which is adjacent
to six elements of the initial mesh, see Figure 3 (left). We apply the adaptive
strategy and compare the resulting meshes for the different localization techniques
and approximations of the dual solution.
In Figure 3, we display the initial mesh and the adaptively refined meshes for k = 2
after ten refinement steps for the classical and the PU localization. The dual problem
is treated by a globally higher-order discretization, i.e. z∗h = z

(k+1)
h . This experiment
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Figure 3: Initial mesh of the L-shaped domain in Problem 3 with triangular elements
(left) and adaptive meshes for k = 2 after ten refinements for classical (middle) and
PU (right) localization, where the dual problem is treated by globally higher-order,

i.e. z∗h = z
(k+1)
h .

has been carried out on sequences of meshes, which do not fulfil the condition on the
node count. The elements in the initial mesh are triangles. The adaptive process,
however, produces naturally polygonal elements during the local refinements. These
refinements are located in the expected regions.
The resulting meshes for the experiments with local post-processing for the dual
solution, i.e. z∗h = Pk+1

2h z
(k)
h , are visualized in Figure 4. This strategy is carried

out on a sequence of meshes fulfilling the condition on the node count, and thus,
the triangular elements in the initial mesh are actually degenerated hexagons. The
refinement pattern is similar to the one in Figure 3. But we observe that there are
less refinements far from the singularity and the point x∗ after ten steps. Due to the
additional nodes on the boundary of the elements, there are more degrees of free-
dom per element. Consequently, the approximation over the degenerated hexagonal
elements (with triangular shape) is more accurate compared to the corresponding
triangular elements in Figure 3.
In order to study convergence, we plot the absolute values of the errors and the
estimators with respect to the number of degrees of freedom on a logarithmic scale.
The abbreviation e = u − uh is used in the key of the plots. If we run the compu-
tations on a sequence of uniform refined meshes, the convergence slows down due
to the singularity located at the reentrant corner. The tests are performed on a
uniform sequence K2h, which does not fulfil the condition on the node count, and on
a uniform sequence Kh, which fulfils the condition. The initial meshes are visualized
in Figure 3 and 4, respectively. The corresponding convergence graphs are given in
Figure 5 for k = 1, 2. In these graphs, the error estimator ηPU is given additionally,
which clearly reflects the behavior of the true error J(e).
Next, we apply the adaptive refinement strategy discussed in Subsection 4.4. The
following computations are run on meshes fulfilling the condition on the node count
only. We have performed 25 adaptive refinement steps for the different localization
techniques and the two choices of z∗h. Since f ≡ 0 in this test, we directly obtain
from (9) that uh,B ≡ 0 and thus uh = uh,H ∈ V k

h,H . Consequently, we can reduce
the volume integral in ηPU to the boundaries of the elements. Let K ′ ∈ Kh with
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Figure 4: Initial mesh of the L-shaped domain in Problem 3 with triangular elements
(left), which are actually degenerated hexagons, and adaptive meshes for k = 2 after
ten refinements for classical (middle) and PU (right) localization, where the dual

problem is treated by local post-processing, i.e. z∗h = Pk+1
2h z

(k)
h .
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Figure 5: Convergence of uniform refinement strategy with respect to the number
of degrees of freedom for Problem 3 with PU localization and z∗h = z

(k+1)
h .
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K ′ ∩K 6= ∅, then it is(
∇uh,∇((z − ihz)χK)

)
K′ =

(
γK

′

1 uh, γ
K′

0 ((z − ihz)χK)
)
∂K′

according to Green’s first identity. This reformulation improved the accuracy of the
numerical results. The convergence graphs are given in Figure 6 for the PU localiza-
tion and in Figure 7 for the classical localization stated in Proposition 3. In contrast
to the uniform refinement strategy, we recover higher convergence rates, which are
not limited by the regularity of the primal solution. Both localization techniques
show comparable performance in Figure 6 and 7, respectively. The PU localization,
however, has a better effectivity while less computational effort is spent for the dual
problem. Furthermore, we point out that the convergence is actually faster than
expected. Indeed for finite elements, L∞ regularity results for irregular meshes have
been established in [35] (with further references to regular meshes cited therein).
Specifically, assuming enough regularity, for k = 2 we would expect a behavior like
O(DoF−3/2). For k = 1 we would expect O(DoF−1) including a logarithm term [35].
However in our computations, we observe for k = 2 a behavior like O(DoF−3). For
k = 1 the error J(e) seems to converge with O(DoF−2) rather than with O(DoF−1)
indicated by the estimators ηPU and ηCL. These effects might be caused by the
special meshes, which include additional nodes in order to fulfil the condition on the
node count during the refinement. Furthermore, the implementation allows edge de-
generation, that is excluded in the current theory of most polygonal discretization
techniques, but which might be beneficial. These observations will be analyzed in
future research.

6 Conclusion

In this work we realized a variational form of the dual-weighted residual estimator on
general polygonal meshes. Specifically, the discretization is based on a BEM-based
FEM technique that allows for general meshes and flexible discratizations. Moreover,
the crucial part of the error estimator is appropriate localization for which we used a
classical technique and a weak technique. For solving the dual problem, we proposed
a new technique that neither needs higher-order global approximations nor local
higher-order approximations on patched meshes, but only one element. This results
in an element-based post-processing method. In the numerical examples the basic
properties of our suggested methodology are demonstrated. Here, we focused on
linear diffusion equations since they are well understood and they allow for a detailed
computational analysis of our proposed dual-weighted residual estimators. In these
examples, we considered different boundary conditions and various goal functionals.
Furthermore, linear as well as second-order discretization have been adopted and our
single element approximation of the dual solution has been compared to a globally
higher-order approximation. As demonstrated in all these numerical tests and our
observations, the method has a potential to be extended for complex problems that
require special and adapted meshes while measuring goal functionals with a desired
accuracy. Such studies will be future perspectives.
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Figure 6: Convergence of adaptive refinement strategy with respect to the number
of degrees of freedom for Problem 3 with PU localization.
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Figure 7: Convergence of adaptive refinement strategy with respect to the number
of degrees of freedom for Problem 3 with classic localization.
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